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Abstract

The collection, storage, and use of sensitive data often requires a trade-off between indi-

vidual privacy and public utility. Differential privacy (DP) formalises this trade-off, for

releasing information about sensitive data, by providing provable privacy guarantees for

individual dataset participants. There is a wealth of literature proposing DP algorithms,

with good utility, for static datasets; however, privacy and accuracy losses accrue over

multiple releases. In dynamic settings, where the dataset is growing or changing over

time, the same queries are likely repeated as the dataset changes, requiring large numbers

of private releases. Dynamic DP is an active area of research, with most work consider-

ing data streams, where each entry is fixed once it is added, or trajectory data, with a

separate stream of updates for each individual; databases where records are updated over

time, with only the latest update available for analysis, are common in practice but less

thoroughly researched in the DP literature.

In this thesis, we consider a setting where the set of individuals in the database is fixed,

and one individual’s state is updated per unit of time. Prior to introducing our model,

we present a taxonomy of the models used in key dynamic DP papers. We classify these

models primarily according to their update types, and further distinguish them according

to their privacy definitions. This allows us to bring together previously fragmented research

into a cohesive framework.

We then introduce our fixed-size dynamic database (FSDD) model. We provide a base

mechanism, τ -RQ, for repeating the same query after each update to the FSDD. Using

properties of the FSDD model, we can utilise existing results from static DP to determine

the optimal query frequency in the worst case, balancing the effects of random noise,

added to preserve privacy, with the accrued changes to the underlying database. We

extend τ -RQ to provide a mechanism to convert any static DP mechanism to the FSDD

setting, and employ this to provide a mechanism for answering interactively chosen queries.

Additionally, we modify existing techniques, based on the sparse vector technique (SVT),

to provide DP in the FSDD setting, for use as a baseline.

We give theoretical guarantees on the privacy and accuracy of our mechanisms. Exper-

imentally, we show that our τ -RQ mechanisms typically provide better accuracy than
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an SVT-based technique in the repeated query setting, and consistently provide better

accuracy that the SVT-based Private Multiplicative Weights (PMW) technique in the

adaptive query setting. We conclude that the characteristics of the FSDD model can be

effectively harnessed to provide good utility with mechanisms that are relatively simple to

implement.
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Chapter 1

Introduction

Strong encryption can protect sensitive data while it is stored. But, what if we need to

provide information about that sensitive data to untrusted parties? Statistics, machine

learning models, and other information obtained from a data set can be utilised to reveal

specific details of the raw data. For example, Garfinkel et al. [38] show how to reconstruct

the details of individuals in a population from aggregated census data; Dinur and Nissim

[18] show how to reconstruct a database from noisy query answers, and Cohen and Nissim

[13] take this further, doing so even when the queries themselves are randomised. Data

privacy has become increasingly pertinent as the collection and sharing of detailed personal

data has proliferated; Statista have estimated that the volume of data created, captured,

copied, and consumed worldwide increased by a factor of over 30 in the decade from 2010-

20 alone [44]. While much of this data is used to increase convenience and efficiency in

the public and private sectors, and our everyday lives, its propagation also increases the

risk that our private information can reach the wrong hands. The effectiveness of machine

learning has benefited immensely from this abundance of data, and while the training data

is not directly represented in outputs, private information can still be leaked. For example,

Calandrino et al. [4] are able to infer the purchasing behaviour of individuals using the

recommendations given to another user, and Fredrikson et al. [36] infer individual genomic

markers from a machine learning model for personalised medication dosing.

Differential privacy (DP), first introduced by Dwork et al. [24], provides a rigorous frame-

work for provably guaranteeing the privacy of individuals’ data. Specifically, differentially
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private mechanism outputs reveal information about a dataset while bounding the prob-

ability that an adversary can infer anything about the data of any individual contributor

to the dataset. Dwork et al. [24] show that this privacy, however, must come at a cost to

accuracy, and as multiple DP releases are made using the data of an individual, such as

multiple queries on a single dataset, or queries on multiple datasets containing the same

individual, the privacy loss increases. Total privacy loss for an individual can be bounded,

by rationing a privacy budget between releases, but this comes at a cost to accuracy.

Many strategies have been developed to mitigate the effects of this privacy/accuracy trade-

off. Dwork et al. [23] give a definition of approximate, or (α, δ)-, differential privacy,

whereby improvements to accuracy are achieved at a cost of a small probability of privacy

failure. The sparse vector technique (SVT) was first conceptualised by Dwork et al. [25] to

construct sanitised datasets. Using SVT, a sequence of threshold queries can be answered,

with the privacy budget only diminished for the above threshold queries, maintaining a

fixed accuracy bound so long as the number of above threshold queries remains below some

constant. Hardt and Rothblum [42] utilised this technique in their private multiplicative

weights (PMW) mechanism, where the distribution of a dataset is learned over time using

the results of a sequence of queries, with both accuracy and privacy bounded for an

unbounded number of queries. SVT and PMW are designed to answer many queries on

a static dataset, where no records are added or changed during the query stream. But

what if the underlying data set is being modified in between queries? In this thesis, we

are interested specifically in dynamic databases. That is, a dataset that is shifting over

time, with queries answered between updates to the database.

Differential privacy in a dynamic setting was first studied by Dwork et al. [26] and Chan

et al. [9]. These works consider bitstreams, where a single bit of data arrives at each time.

They establish important bounds on the overhead of providing dynamic DP, and introduce

novel techniques that provide pan-privacy, a stronger model than DP that additionally

provides protection against adversarial intrusions into the centrally held data. Dwork et al.

[27] extended this work to consider infinite streams of categorical data, from finite data

universes of arbitrary size. This categorical setting has been further studied, for example,

Cummings et al. [15] provide black box mechanisms for converting static DP mechanisms

to the growing data setting, as well as a PMW mechanism for growing datasets. Perrier

et al. [58] and Wang et al. [66] provide mechanisms for streams of real-valued data, rather

than data from a finite universe. In these growing models, data values remain fixed once

2
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they are added to the stream. This limits the ability of mechanisms to take into account

the changing state or value of a single individual, such as when only the most recent data

value of any individual is relevant.

Time-series and trajectory data is a widely studied area of dynamic DP, particularly

relevant to the privacy of the internet of things. In this setting, each individual may

update their data value at each time, and it is either the most recent value or the temporal

patterns of the user updates that are of interest. This model was first studied by Rastogi

and Nath [60] in a distributed data setting, and has since received wide attention. Some

key works have included those of Fan and Xiong [31, 32] and Fan et al. [33, 34], who provide

mechanisms for real-time aggregate monitoring, and Kellaris et al. [49], who introduce a

sliding-window privacy definition for infinite streams within the time-series context.

There is less existing research in settings where only a single individual’s data is updated

at each time. Mir et al. [56] consider a fixed universe of individuals and a sequence

of single updates to some individual’s integer-valued state. They give mechanisms that

provide pan-privacy, so are limited in the types of queries they can answer by the fact

that the underlying data structure must itself be private. More recently, Qiu and Yi [59]

consider a data model whereby individual data points can be added to and deleted from

the database, but they do not consider the privacy implications of multiple entries or

updates representing the same individual. We consider a model similar to that of Mir

et al. [56], with a simpler and less restrictive privacy definition.

We define a dynamic database model with the following constraints: the set of users is

fixed, each user is in some state from a finite data universe, and a single user updates

their state at each time. For example, a sequence of scheduled reviews to the status of

some group of individuals. We call this the fixed-size dynamic database (FSDD) model,

and define privacy in terms of protecting all updates from any user. In this thesis we

primarily consider a further constrained model, FSDD-T , where the maximum number of

updates, T is known in advance, and use a pure, rather than approximate, definition of

DP, i.e. ε-DP. These constraints allow us to model a database as a histogram of counts

at each time t, and to bound the effect of each update by the maximum sensitivity of the

allowed queries, and thus ration the privacy budget in advance based on the maximum

number of updates. These qualities are particularly useful in allowing us to utilise existing

results about the composition of differentially private mechanisms, though the use of a
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pure DP definition limits this advantage. We are interested in determining the extent to

which we can leverage these constraints to improve the accuracy of differentially private

mechanisms in the FSDD setting. We consider both theoretical accuracy bounds and

empirical performance of mechanisms designed specifically for the FSDD setting, compared

to more generally applicable dynamic DP mechanisms.

1.1 Contributions

Taxonomy of dynamic DP models. Prior to introducing the FSDD model, we de-

scribe the results of a survey and analysis of the data and privacy models of key dynamic

DP papers. We bring together work that has been previously fragmented between various

venues and research areas, both theoretical and applied. Our analysis indicates that there

are three broad categories of dynamic data models present in the literature, growing, time-

series, and fully dynamic, based on the number and type of updates allowed at each time.

We create a taxonomy of the dynamic DP models in key papers, dividing them into these

categories and further distinguishing them by their time-bounds and privacy models.

FSDD model definition. We define the FSDD data and privacy models, distinguishing

it from the model of Mir et al. [56].

Algorithms. We provide DP mechanisms in the FSDD setting, and evaluate their per-

formance with both theoretical bounds and experimental results. First, we consider the

repeated query (A.K.A. continual release) setting, whereby a single query is applied to

the data after each update. Our mechanism for privately answering numerical queries,

the τ -frequency repeated query (τ -RQ), utilises the constraints of the FSDD model to

improve theoretical performance over basic composition, and give a method for choosing

the optimal frequency parameter τ . We prove that τ -RQ is ε-DP, with additive accuracy

as given below. Proofs of theorems presented here are given in the corresponding chapters.

Theorem 3.2.3. τ -RQ (Algorithm 6) is ε-differentially private.

Theorem 3.2.4. τ -RQ (Algorithm 6) is (α, β)-accurate for

α = ln

(
c

β

)
· c∆q

ε
+ (τ − 1)∆q , (1.1)
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where c =
⌈
T
τ

⌉
. That is, all outputs {at}T−1

t=0 are within ±α of the true answer to query q,

on database D at time t, with probability 1− β.

Our black box transformation, the τ -frequency repeated black box (τ -RBB) mechanism,

generalises this method to transform any static DP mechanism to the FSDD setting,

maintaining the privacy guarantee of the static mechanism (Theorem 3.2.7) and reducing

a static (α, β)-accuracy guarantee as given below.

Theorem 3.2.7. τ -RBB (Algorithm 7) is ε-differentially private.

Theorem 3.2.8. When instantiated with (α, β)-accurate mechanism M, τ -RBB (Algo-

rithm 7) is (α, β′)-accurate, where

β′ =

⌈
T

τ

⌉
β .

That is, all outputs {at}Tt=0 are within ±α of the true function f on database D at time t

with probability 1− β′.

Additionally, we modify SVT to apply in the FSDD setting and utilise it, within our

adaptive-frequency repeated query (ARQ) mechanism, to provide DP in the repeated

query FSDD setting.

Next, we consider interactive queries, where some sequence of linear queries are applied

between each update. The set of possible queries is known in advance but the specific

sequences are chosen adaptively. In this setting, we show that τ -RBB can be used to

produce ε-differentially private histograms for answering linear queries, with accuracy

given below.

Theorem 4.1.1. τ -RH (Algorithm 10) is ε-differentially private.

Theorem 4.1.2. τ -RH (Algorithm 10), when limited some set of linear counting queries

Q ⊆ {0, 1}N , is (α, β)-accurate for

α =
2c

ε
ln

(
c · wmax

β

)
+ (τ − 1) , (1.2)

where c =
⌈
T
τ

⌉
, wmax = maxq∈Q

∑N
i=1wq[i], where wq[i] is the weight ∈ {0, 1} of histogram

bucket i for query q. That is, all outputs {at}Tt=0 are within ±α of the true answer to query

q on database Dt, at time t, with probability 1− β.

5



Introduction

In addition, we modify PMW to provide DP in both the bounded and unbounded time

FSDD settings: PMW-FSDD-T and PMW-FSDD-∞.

Experimental evaluation. Experimentally, we show that our τ -RQ based mechanisms

provide better accuracy than SVT-based mechanisms across a broad range of scenarios. We

generate synthetic data to observe the accuracy of our mechanisms, and the effectiveness

of our method for optimising τ , when the distribution is relatively stable and when it is

changing significantly over time. In the repeated query setting, we observe that τ -RQ

and ARQ have similar accuracy for low-entropy synthetic data, while τ -RQ is significantly

more accurate for high entropy data and for a real data set drawn from the US census.

In the interactive query setting, we see a stark difference, with our τ -RQ mechanism

outperforming PMW by a large margin across all experiments.

1.2 Outline

The remaining chapters of this thesis are organised as follows. Chapter 2 introduces rel-

evant background on differential privacy for both static and dynamic data. Section 2.1

covers key definitions and results in static differential privacy, and describes the standard

differentially private mechanisms and results used and adapted in later chapters. This

includes both one-shot mechanisms and adaptive techniques for privately answering in-

teractive sequences of queries. Section 2.2 describes existing models and techniques for

differentially private analysis of dynamic data. We organise the models according to a

number of characteristics, and summarise key definitions and results for each category.

In Chapter 3 we define our fixed-size dynamic database (FSDD) model, situating it within

the framework of Section 2.2 and providing updated privacy definitions under this model.

We then provide mechanisms for repeating a single query after each database update; the

τ -RQ mechanism and ARQ, which utilises SVT. We prove the privacy of these mechanisms

and provide theoretical bounds on accuracy. In Chapter 4 we provide a τ -RQ mechanism

for privately answering interactive sequences of queries, and a modified PMW mechanism.

We prove the privacy of these mechanisms.

6
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In Chapter 5 we present the results of experimental analysis of the mechanisms introduced

in Chapter 3 and Chapter 4. We show that our τ -RQ mechanisms demonstrate a significant

accuracy advantage over both our SVT-based mechanism and PMW.

Finally, Chapter 6 brings together the theoretical and experimental results. We discuss

the implications of these results as well as the limitations and future directions of the

research.
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Chapter 2

Background and Related Work

This chapter introduces the fundamentals of differential privacy relevant to the mechanisms

and proofs that follow in the thesis, and the current landscape of differential privacy for

dynamic databases as context for these mechanisms. Section 2.1 lays out definitions, and

basic results and mechanisms, for differential privacy in the static setting. Section 2.2

gives existing models for differential privacy in the dynamic setting, as well as some key

results and mechanisms that have inspired the work described in the rest of the thesis.

The models described have various characteristics that we will draw from in developing

our model, which may be considered a special case of a number of these existing models.

2.1 Differential privacy for static data

Differential privacy (DP), was first described by Dwork et al. [24], and formalised by

Dwork [20], as a continuation of previous work into private statistical databases [18, 21].

It provides a rigorous mathematical definition to quantify and bound the privacy risk

to individuals whose data are used to calculate answers to statistical queries. Alternative

privacy definitions exist in the literature, such as k-anonymity [63] and l-diversity [54], each

with their own assumptions and limitations. For details of alternative privacy definitions

and their vulnerabilities, see the survey by Fung et al. [37]. Any data privacy definition is

inherently limited by the fact that perfect semantic security [17, 40], whereby an attacker

cannot learn anything about an individual in a database through mechanism outputs, is
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2.1 Differential privacy for static data

impossible while maintaining meaningful utility [20]. As such, differential privacy provides

a probabilistic guarantee on individual privacy.

Early work in differential privacy focused on the static setting, where privacy is guaranteed

for a single, unchanging, data set. Most definitions and theorems presented in this section

are taken from the seminal textbook in differential privacy by Dwork and Roth [22], which

brings together much of the early work in the field.

2.1.1 Data model

First we describe the static data model that will be used throughout, and later adapted

to dynamic settings.

Consider a data universe X , and some database D ∈ X n such that an individual data

point can be indexed as D[i]. If the universe is discrete and finite, its size is |X | = N and

D can be represented as a histogram x ∈ NN . Let [n] represent the list of numbers [1..n].

The histogram x has N buckets, each representing an element of X , such that, for each

i ∈ [N ] and j ∈ [n], x[i] = |{j : D[j] = Xi}|, the count of elements in D with value Xi. For

example, the dataset D = [1, 3, 3, 2, 3, 1, 3, 1, 4, 3] drawn from universe X = 1, 2, 3, 4 can

be represented as histogram x = [3, 1, 5, 1].

2.1.2 Definitions

Here we formally define differential privacy, and the utility of differentially private mech-

anisms, as described in key works in the literature.

Differential privacy is defined over the probability distributions of possible outputs of a

randomised mechanismM.

Definition 2.1.1 (Differential privacy, from Definition 2.4 of Dwork and Roth [22]).

A randomised algorithm M is (ε, δ)-differentially private if, for any two neighbouring

databases D ≈ D′ and any subset of possible outputs S,

Pr[M(D) ∈ S] ≤ eε · Pr[M(D′) ∈ S] + δ , (2.1)

where ε > 0 and δ ≥ 0. When δ = 0, we say thatM is ε-differentially private.
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2.1 Differential privacy for static data

This thesis considers only ε-differential privacy, also known as pure differential privacy,

as first introduced by Dwork et al. [24] and formalised by Dwork [20]. We give the full

definition of (ε, δ)-differential privacy, first introduced by Dwork et al. [23], also known as

approximate differential privacy when δ > 0, for ease of reference.

Neighbouring databases are defined with respect to the specific privacy goal of a mech-

anism. There are two widely accepted definitions of neighbouring databases, for mech-

anisms designed to preserve the privacy of single individuals, in the static setting. In

the unbounded neighbour model, a single record is added or deleted, while the bounded

neighbour model allows a single record to be substituted.

Definition 2.1.2 (Unbounded neighbours). Static databases D ∈ X n and D ∈ X n±1 are

unbounded neighbours, denoted D ≈± D′ if there is some i ∈ [n] such that D′ = D/D[i], or

D = D′/D′[i], or, the add/delete distance d±(D,D
′) = 1. Here, the add/delete distance d±

is the edit distance when only additions and deletions are allowed. That is, d±(D,D
′) = x

if and only if D′ can be derived from D by performing a sequence of x additions and

deletions.

Definition 2.1.3 (Bounded neighbours). Static databases D,D′ ∈ X n are bounded neigh-

bours, denoted D ≈⟲ D′ if, for some j ∈ [n], D[i] = D′[i] for all i ∈ [n] \ j, or the

Hamming distance dH(D,D′) = 1.

In general, databases are neighbouring if d(D,D′) ≤ 1 for a given distance measure d. To

prove privacy guarantees, the neighbour definition used must be taken into account. For

example, converting directly from the bounded to unbounded neighbour model requires

a definition of privacy where d(D,D′) > 1, since dH(D,D′) = 1 =⇒ d±(D,D
′) = 2

because changing the value of a record requires both a deletion and an addition.

Throughout the thesis we will refer to the sensitivity, ∆, shorthand for the ℓ1-sensitivity,

of queries and functions.

Definition 2.1.4 (ℓ1-sensitivity, from Definition 2 of Dwork et al. [24]). The ℓ1-sensitivity,

∆f , of a function f : X n → Rk, outputting a vector of length k, is:

∆f = max
D≈D′

∥f(D)− f(D′)∥1 = max
D≈D′

(
k∑

i=1

|(f(D))[i]− (f(D′))[i]|
)
.

10



2.1 Differential privacy for static data

That is, the sensitivity ∆f is the maximum ℓ1-norm distance between the function f

applied to any two neighbouring databases. For example, take a discrete universe X and

function counting the frequency of a single value, that is count(D, a) := |{i : Di = a}|
for some a ∈ X . The ℓ1-sensitivity ∆count = 1, under both the bounded and unbounded

neighbour definition, since adding, deleting, or changing a single database element cannot

change the frequency of a single value by more than ±1.

We will also be interested in describing the accuracy of numeric outputs of mechanisms in

terms of (α, β)-accuracy.

Definition 2.1.5 (Numeric accuracy, adapted from Definition 3.10 of Dwork and Roth

[22]). A mechanismM is (α, β)-accurate with respect to function f if:

Pr [|M(D)− f(D)| ≥ α] ≤ β .

That is,M is (α, β)-accurate if, with probability at least 1− β, an output ofM is within

±α of the output of the function, f , applied to D.

2.1.3 Key results

Now we describe key results from the static DP literature that are relevant to the thesis.

Group privacy. Consider the case where the privacy of either an individual whose

data appears multiple times in a database, or for multiple correlated individuals, such

as a family, must be protected. This cannot be guaranteed by the standard previous

definitions, which protect only an individual record in the database. Group privacy, first

described by Dwork et al. [24], defines differential privacy for databases where up to k

correlated records appear.

Theorem 2.1.1 (Group privacy, Theorem 2.2 of Dwork and Roth [22]). Let M be an

ε-differentially private algorithm under Definition 2.1.1. Then, for a group size k, M is

kε-differentially private.

k-neighbours are databases D ≈k D′ where, for some k, d(D,D′) ≤ k. Theorem 2.1.1

allows a guarantee of ε-differential privacy for k-neighbouring databases using a mechanism

that is (ε/k)-differentially private for 1-neighbouring databases.
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2.1 Differential privacy for static data

Post-processing. Once a private output is received, an analyst or adversary may wish

to apply transformations to the output. There is a simple theorem that guarantees the

privacy of such transformations of the output of a differentially private mechanismM.

Theorem 2.1.2 (Post-processing, Proposition 2.1 of Dwork and Roth [22]). Let M be a

randomised algorithm that is ε-differentially private. Any arbitrary randomised mapping

on the output ofM is ε-differentially private.

That is, any transformations to a differentially private output, provided they do not require

additional access to the private information, preserve differential privacy guarantees. For

example, rounding the output of a differentially private mechanism does not diminish its

privacy guarantee.

Composition. Now consider mechanisms that require multiple, sequential accesses to

a private database. This is known as composition. Differential privacy is proven to be

maintained under composition, with privacy loss growing linearly with the number of

queries for pure DP.

Theorem 2.1.3 (Basic composition, Corollary 3.16 of Dwork and Roth [22]). LetM[k] =

(M1(D), ...,Mk(D)) be a sequence of (εi, δi)-differentially private randomised mechanisms,

for i ∈ {1, ..., k}. Then M[k] is (ε′, δ′)-differentially private where ε′ =
∑k

i=1 εi and

δ′ =
∑k

i=1 δi.

Basic composition allows the composition of multiple differentially private mechanisms

applied to a single database [24]. Dwork et al. [28] further show that basic composition

can be extended to the k-fold adaptive case, where the input to each of the k mechanisms

may be a different database, and the mechanisms and databases chosen adaptively. For

example, if an ε1-differentally private mechanism is performed on a census database, then

an ε2-differentially private mechanism is performed on a tax database for the same country

and year, (ε1 + ε2)-differential privacy is preserved for any individual appearing in both

databases.

The efficiency of composition can be improved for approximately differentially private

mechanisms, that is, (ε, δ)-differentially private with δ > 0 [28]. This is known as advanced

composition. Since the mechanisms presented in this thesis preserve pure differential pri-

vacy, we do not present the advanced composition theorem here.
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2.1 Differential privacy for static data

2.1.4 The Laplace mechanism

Using the formal definition of differential privacy, mechanisms can be designed for privately

answering queries on databases, with provable privacy guarantees. This section describes

some key mechanisms for answering single queries on static data, based on the first dif-

ferentially private mechanism described by Dwork et al. [24], the Laplace mechanism.

This mechanism provides differentially private, noisy answers to queries with real-valued

answers using noise drawn from the Laplace distribution.

Definition 2.1.6 (The Laplace mechanism, from Definition 3.3 of Dwork and Roth [22]).

Given a function f : X n → Rk, the Laplace Mechanism,MLap, is defined as:

MLap(D, f, ε) = f(D) + (L1, ..., Lk) ,

where each Li ∼ Laplace(0,∆f/ε).

The Laplace mechanism is ε-differentially private, and has accuracy given in Theorem 2.1.4.

Theorem 2.1.4 (Accuracy of the Laplace mechanism, from Theorem 3.8 of Dwork and

Roth [22]). The Laplace Mechanism is (α, β)-accurate for:

α =
∆f

ε
ln
k

β
.

An ε-differentially private mechanism for answering count queries can be given by:

Mcount(D, c) := count(D, c) + Lap
(
ε−1
)
,

where Lap (a) is shorthand for L ∼ Laplace(0, a). This shorthand will be used through-

out. By Theorem 2.1.4, Mcount is (ε−1 ln(β−1), β)-accurate. For example, with ε := 1,

β := 0.05, Mcount(D, a) will give an answer within ± ln 0.05−1 ≈ 3 of the true answer

count(D, a) with at least 95% probability. There is a clear trade-off between privacy and

accuracy, with a linear relationship between α and ε. This becomes particularly important

when composing mechanisms, where bounding the total privacy loss limits the achievable

overall accuracy.

If all counts are of interest, rather than an answer to a single counting query, the Laplace

Mechanism can be used to output a synthetic histogram. Using the composition theorem,
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a naive method would be to release N count queries, each with privacy budget ε/N .

This approach would have large noise, proportional to the size of the histogram. Better

accuracy can be achieved, without loss to privacy, by using non-private information about

the nature of the histogram. Since each individual data point occurs in only one histogram

bucket, the number of buckets differing between neighbouring databases can be bounded,

depending on the neighbour definition used.

Definition 2.1.7 (The Laplace perturbation algorithm for histograms, from Example

3.2 of Dwork and Roth [22]). Given a database D ∈ X n, with corresponding histogram

x ∈ NN , the Laplace perturbation algorithm,MLPH, outputsMLPH(D) = x̂ where:

x̂[i] = x[i] + Lap

(
∆x

ε

)
.

The value of ∆x depends on the privacy definition. For unbounded privacy ∆x = 1 and

for bounded ∆x = 2.

For two bounded-neighbouring databases D ≈⟲ D′ in X n, a single user is counted in a

different histogram bucket, so at most two histogram buckets will differ, and ∆x = 2.

Thus, by the properties of the Laplace mechanism, noise drawn from Lap (2/ε) can be

added to produce a noisy version (x̂), preserving ε-differential privacy, with (α, β)-accuracy

guaranteed for the count of any single bucket for α = (2/ε) ln(β−1), and for any counting

query over the histogram with α = (2/ε) ln(N/β). For unbounded neighbours D ≈± D′,

instead ∆x = 1, so the accuracy improves to give α = ε−1 ln(N/β).

The synthetic histogram produced by the Laplace perturbation algorithm can be used

to answer any other queries on the histogram. For example, Dwork and Roth [22] give

one implementation of a report noisy max algorithm that takes the largest value from the

synthetic histogram to give an approximate answer to the question of which histogram

bucket has the largest count.

Definition 2.1.8 (Report noisy max - Laplace, from Section 3.3 of Dwork and Roth [22]).

Given a database D ∈ X n, with corresponding histogram x ∈ NN , the report noisy max

(Laplace) algorithmMLapNM outputs:

MLapNM(D) = argmax
i

(
x[i] + Lap

(
∆x

ε

))
.

14



2.1 Differential privacy for static data

The value of ∆x depends on the privacy definition. For unbounded privacy ∆x = 1 and

for bounded ∆x = 2.

In practice, mechanisms using noise drawn from continuous distributions, such as the

Laplace mechanism, are susceptible to side-channel attacks. Mironov [57] shows how

the implementation of floating point numbers allows privacy breaches on the Laplace

mechanism and propose mechanism to correct these breaches while still drawing noise from

the Laplace distribution. Discrete alternatives to the Laplace mechanism, with similar

theoretical privacy and accuracy guarantees, such the discrete Laplace mechanism [39]

and discrete Gaussian mechanism [5], avoid these floating-point vulnerabilities but may

still be vulnerable to side-channel attacks. Jin et al. [46] show that implementations of

these discrete methods are vulnerable to timing attacks, and propose mitigations against

their attacks. Since the focus of this thesis is in providing theoretical privacy guarantees

rather than robust implementations, the algorithms presented use the continuous version

of the Laplace mechanism.

There are scenarios where the addition of random noise can drastically reduce utility. For

example, consider that potential buyers have indicated the maximum price they are willing

to pay for a product, and an optimal price must be chosen; positive noise added to the

optimal price may result in a price above every purchaser’s maximum. In these cases, the

Laplace mechanism in inappropriate, so alternative mechanisms must be used to preserve

differential privacy. The exponential mechanism McSherry and Talwar [55] does this by

selecting values probabilistically according to their relative utility. In this thesis we do not

consider these situations, so the details of the exponential mechanism are not presented

here.

2.1.5 Differentially private query sequences

Due to the degradation in privacy and/or utility required for differentially private com-

position, answering many queries in a differentially private manner can quickly become

impractical. For certain types of queries, however, a differentially private data structure

can be released that can then, thanks to the post-processing theorem (Theorem 2.1.2), be

used to answer any number of queries without any additional loss to privacy. When only

query answers meeting some threshold requirement are of interest, we can use the sparse

vector technique (SVT) to conserve the privacy budget for those above threshold queries.
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The sparse vector technique (SVT) is an algorithm which allows a sequence of

interactive queries to be made on a database at a reduced cost to privacy and accuracy

over simple composition. SVT is a generalisation of the ‘indicator vector’ introduced

by Dwork et al. [25] to construct sanitised datasets, which was extended by Roth and

Roughgarden [62] in their ‘median mechanism’ and Hardt and Rothblum [42] in their

‘private multiplicative weights’ (PMW) mechanism. Early formalisations of SVT as a

standalone algorithm were given in lectures by Roth [61], and in the textbook by Dwork

and Roth [22].

There are two standard forms of SVT in the literature. Here we will call them SVT and

NumericSVT. The first provides (noisy) responses to whether or not each query answer lies

above some given threshold. NumericSVT, derived from PMW [42], utilises composition

theorems to give noisy numeric answers to the above threshold queries.

Algorithm 1, SVT, takes a database D, a constant c, and answers a stream of k queries

Q = {qi} with thresholds Θ = {θi}. qi is answered with ⊤ if a noisy answer to the query is

above a noisy threshold θ̂i and ⊥ if below, until either there have been c above threshold

answers, or all k queries are answered. The surprising and powerful result here is that it is

only the above threshold queries that degrade the privacy, so only their number must be

bounded by c, allowing an unbounded number of below threshold queries to be answered.

SVT has been shown to be ε-DP [22].

Algorithm 1 SVT (Algorithm 2 of Dwork and Roth [22])

Input: Database D, interactive query stream {qi}, i = 1, 2, ..., k, sensitivity ∆q, threshold
θ, cutoff c, privacy parameter ε

Output: Stream a ∈ {⊥,⊤}≤k

1: σ ← 2c∆q/ε ▷ Set noise scale function

2: θ̂ ← θ + Lap(σ)
3: w ← 0
4: for each round i do
5: if qi(D) + Lap(2σ) ≥ θ̂ then ▷ above threshold
6: output ai ← ⊤
7: w ← w + 1
8: θ̂ ← θ + Lap(σ) ▷ Resample threshold noise
9: else output ai ← ⊥ ▷ below threshold

10: if w ≥ c then Halt ▷ Exceeded hard query budget

Algorithm 2, NumericSVT, is very similar to SVT, except that rather than outputting

⊤ for above threshold queries, it outputs a noisy version of the numeric query answer.
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This is achieved using composition: SVT is built by composing a simpler algorithm, called

‘AboveThreshold’ (Algorithm 1) in the Dwork and Roth book [22], that halts after a single

hard query, with itself. By giving an independently noisy numeric answer after a hard

query, NumericSVT is the composition of AboveThreshold and the Laplace mechanism.

Throughout, we will refer to the sections of NumericSVT that are equivalent to SVT as

the decision step, as they are what decides whether to output a numeric answer, and the

noisy numeric answer itself as the sample step.

Algorithm 2 NumericSVT (Algorithm 3 of Dwork and Roth [22])

Input: Database D, interactive query stream {qi}, i = 1, 2, ..., k sensitivity ∆q, threshold
θ, cutoff c, privacy parameter ε

Output: Stream a ∈ {⊥,R}≤k

1: σ1 ← 9c∆q/(4ε), σ2 ← 9c∆q/ε ▷ Set noise scale function

2: θ̂ ← θ + Lap(σ1)
3: w ← 0
4: for each round i do
5: if qi(D) + Lap(2σ1) ≥ θ̂ then ▷ above threshold
6: output ai ← qi(D) + Lap(σ2)
7: w ← w + 1
8: θ̂ ← θ + Lap(σ1) ▷ Resample threshold noise
9: else output ai ← ⊥ ▷ below threshold

10: if w ≥ c then Halt

A numeric accuracy guarantee for private query sequences requires a modified definition

of the accuracy bound on numeric streams.

Definition 2.1.9 (Numeric accuracy of streams, from Definition 3.10 of Dwork and Roth

[22]). An algorithm which outputs a stream of answers a1, ..., ak ∈ (R∪ {⊥})∗ in response

to a stream of k queries q1, ..., qk is (α, β)-accurate if, except with probability at most β,

the algorithm does not halt before qk, and for all ai ∈ R:

|qi(D)− ai| ≤ α ,

and, if the outputs are in respect to a stream of thresholds Θ = {θi}, for all ai = ⊥:

qi(D) ≤ θi + α .
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2.1 Differential privacy for static data

Dwork and Roth [22] show that NumericSVT is ε-DP and (α, β)-accurate for

α = O

c log
(
ck
β

)
ε

 .

SVT, especially NumericSVT, has been incorrectly applied since some of its earliest uses.

Chen and Machanavajjhala [11] proved that a specific extension of SVT not requiring a

limit, c, on the number of hard queries does not satisfy differential privacy. Lyu et al. [53]

further showed that early versions of NumericSVT, including those used by Hardt and

Rothblum [42] and given in Roth’s lecture notes [61] do not satisfy differential privacy

because the noise used in the sample step is not independent of the noise used on the

query answer in the decision step.

Both the SVT and NumericSVT mechanisms given in Dwork and Roth’s book [22] are

differentially private, however Lyu et al. [53] show that the algorithm can be made more

accurate, without a loss to privacy, by not resampling the threshold noise after each query.

This version is given in Algorithm 3. Lyu et al. [53] also optimise the ratio of the decision

privacy budget allocated to the threshold and query (εd1 : εd2) for NumericSVT. This

requires an additional parameter, d, indicating what fraction of the privacy budget, ε,

should be dedicated to the decision step of the algorithm. While the versions of SVT

given by Lyu et al. [53] have better accuracy than those given by Dwork and Roth [22],

Algorithm 3 Optimised NumericSVT (Algorithm 7 of Lyu et al. [53])

Input: Database D, interactive query stream Q = {qi} and threshold stream Θ = {θi}
for i = 1, 2, ..., k, maximum query sensitivity ∆q, cutoff c, privacy parameter ε
and decision fraction 0 < d < 1.

Output: stream a ∈ {⊥,R}≤k

1: εd ← dε, εs ← (1− d)ε
2: if every qi is monotone then εd1 ← εd/(1 + c2/3)
3: else εd1 ← εd/(1 + (2c)2/3)
4: εd2 ← εd − εd1
5: ρ← Lap (∆q/εd1)
6: w ← 0
7: for each round i do
8: if qi(D) + Lap (2c∆q/εd2) ≥ θi + ρ then ▷ above threshold
9: output ai ← qi(D) + Lap (c∆q/εs)

10: w ← w + 1
11: else output ai ← ⊥ ▷ below threshold
12: if w ≥ c then Halt
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their proofs do not account for adaptive query streams. As such, we use Algorithm 2 later

in this thesis for theoretical results, and Algorithm 3 for experimental comparisons.

The private multiplicative weights algorithm (PMW), introduced by Hardt and

Rothblum [42], with further details in Hardt’s thesis [41], is the first use of a numeric

SVT. It allows a combination of the powerful results of SVT with the machine learning

technique multiplicative weights (MW) to provide numeric, differentially private answers

for a stream of interactive linear queries, with fixed accuracy parameters α, β. Throughout

this chapter, mechanisms take an input database as a count histogram x.

Definition 2.1.10 (Linear query, as described in Chapter 4 of Dwork and Roth [22]).

Let D be a database drawn from a discrete universe X of size |X | = N , represented by a

histogram x ∈ NN . Let w ∈ RN be a vector of weights. A linear query, q, is a weighted

sum of histogram bucket counts:

q(x) = w · x =
N∑
i=1

w[i]x[i] .

If every w[i] ∈ {0, 1} this is called a counting query.

PMW relies on releasing a public histogram to approximate the true database, and allows

queries that do not differ significantly from the public histogram to be answered with

no loss of privacy, using post-processing [25]. Due to some privacy leakage issues in the

original algorithm, demonstrated by Lyu et al. [53], we present the version of the algorithm

from Dwork and Roth [22].

Algorithm 4 performs PMW by first setting the public histogram, y, to a uniform distri-

bution across X (line 3). It then makes repeated calls to NumericSVT (initialised line 4,

input functions {q′i} given in line 6, SVT outputs a′ used in lines 7, 11, 12, and 15) to

check whether the (noisy) difference between the true database and the public histogram

(line 6) lies above some threshold, θ, determined by the parameters (line 2). If it does,

it both releases a noisy answer (lines 12 and 15) and updates the public histogram to re-

weight the rows (lines 17-18) based on the result of the calls to NumericSVT. The update

shifts the public histogram, y, closer to the true histogram x. Below threshold queries

are answered based only on the public histogram (line 8). Since this algorithm accesses

the true database only through calls to the differentially private NumericSVT, it is also
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2.1 Differential privacy for static data

differentially private, with the privacy parameters of the subroutine determined using the

composition theorem.

Algorithm 4 PMW (Algorithm 6 of Dwork and Roth [22], adapted from Figure 1
of Hardt and Rothblum [42])

Input: Histogram x, with N buckets, representing n individuals, interactive query stream
Q = {qi} where each qi ∈ Q, i = 1, 2, ..., cutoff c, privacy parameter ε, accuracy
parameters α, β, and weight parameter η ≤ 1

Output: Stream a = {ai} ∈ R, public histograms Y = {yi}
1: c← 4 logN/α2

2: θ ← (18c log (2|Q|) + log (4c/β))/ε
3: y0 ← [n/N ]N ▷ synthetic database y
4: Initialise Subroutine NumericSVT(x, {q′i}, θ, c, ε) → a′ ▷ halt if subroutine halts
5: for each round i← 1, 2, ... do
6: q′2i−1 ← qi(x)− qi(yi−1), q

′
2i ← qi(yi−1)− qi(x)

7: if a′2i−1 = ⊥ and a′2i = ⊥ then ▷ below threshold
8: output ai ← qi(yi−1)
9: yi ← yi−1

10: else ▷ above threshold, hard query
11: if a′2i = ⊥ then
12: output ai ← qi(yi−1) + a′2i−1

13: ri ← 1− qi ▷ increases weight of query elements
14: else
15: output ai ← qi(yi−1)− a′2i
16: ri ← qi
17: for each i ∈ N do ŷi[i]← yi[i] · e−ηri[i] ▷ re-weight y
18: for each i ∈ N do yi[i]← ŷi[i]/

∑N
j=1 ŷi[j] ▷ normalise y

The accuracy of PMW relies on the relative entropy between the true and synthetic

databases x and y. The relative entropy of two databases is given using the Kullback-

Leibler (KL) divergence [51].

Definition 2.1.11 (Relative entropy, A.K.A KL-divergence, as given in Section 2.4 of

Cummings et al. [16]). The relative entropy of two databases, represented as histograms x

and y over some discrete, finite domain X of size |X | = N , is given by:

RE(x∥y) =
N∑
i=1

x[i] log
x[i]

y[i]
.

PMW halts if the number of hard queries to the NumericSVT subroutine exceeds a value

c, determined by the size of the data universe X and the accuracy parameter α. Dwork
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and Roth [22] show that PMW is (α, β)-accurate, for fractional histograms, when

α ≥ O

n2/3
 logN log

(
log (N1/3n2/3)

β

)
ε

1/3
 .

If this bound is met, the probability of halting before all queries are answered is ≤ β due

to the reduction in relative entropy expected from the multiplicative weights updates [42].

2.2 Differential privacy for dynamic data

So far this chapter has focused on differential privacy for some single, static, database. In

practice, most data has some dynamic property, where entries are being added, removed

or changed over time. In this section we describe various existing models for differential

privacy over such databases, where time is broken up into discrete intervals. Our taxonomy

of the various dynamic database models addressed in the differential privacy literature is

original, though we have stayed as consistent as possible with accepted terminology.

The first model is a simple dynamic database, a bitstream, whereby a single bit is added to

a database, represented as a bitstring, at each time t. This can be generalised to streams

of categorical data, where each entry is drawn from a finite universe X , rather than {0, 1},
we call this a growing database. We then move on to databases where the data cannot

be represented as a string, firstly the time-series model, frequently used for trajectory

data, each individual in the dataset takes some value from X at each time t. That is,

there is a set of growing strings, one for each individual. Finally, we describe databases

where only one individual is updated at each time, but where past entries can be deleted

or over-ridden. Table 2.1 compares these properties across the key papers mentioned in

this section, and in Section 3.1.3 we compare these models directly to our proposed FSDD

model.

Comparing these models requires some additional terminology. First, dynamic databases

may or may not have a time bound ; if the number of updates is limited by some number T ,

we will call it T -bounded, otherwise we call it time-unbounded. Second, there is additional

diversity in what it means for database streams to be neighbouring. Relevant neighbour

definitions will be described in each of the following sections.
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Paper
Update
types

Time
bound

Users
per t

Privacy
level

+ − ⟲ T ∞ 1 + E U w
B
S Dwork et al., 2010 [26] ✓ ✓ ✓ ✓ ✓

Chan et al., 2011 [9] ✓ ✓ ✓ ✓ ✓

G
ro
w
in
g

Dwork et al., 2010 [27] ✓ ✓ ✓ ✓
Jain et al., 2012 [45] ✓ ✓ ✓ ✓
Cummings et al., 2018 [15] ✓ ✓ ✓ ✓
Perrier et al., 2019 [58] ✓ ✓ ✓ ✓
Yıldırım et al., 2020 [69] ✓ ✓ ✓ ✓
Wang et al., 2021 [66] ✓ ✓ ✓ ✓
Cardoso and Rogers, 2022 [8] ✓ ✓ ✓ ✓

T
im

e-
se
ri
es

Kellaris et al., 2014 [49] ✓ ✓ ✓ ✓
Fan et al., 2014 [34] ✓ ✓ ✓ ✓ ✓
Cao and Yoshikawa, 2015 [6] ✓ ✓ ✓ ✓
Li et al., 2015 [52] ✓ ✓ ✓ ✓ ✓ ✓
Cao et al., 2017 [7] ✓ ✓ ✓ ✓
Chen et al., 2017 [12] ✓ ✓ ✓ ✓

F
D Mir et al., 2011 [56] ✓ ✓ ✓ ✓

Qiu and Yi, 2022 [59] ✓ ✓ ✓ ✓ ✓ ✓
The models listed are categerised as bitstream (BS), growing database, time-series, and fully
dynamic (FD), corresponding with subsections of this section. Update types indicate whether
an update can add (+), delete (−), or modify the value of (⟲) an element. The number of
updates is either bounded by T or unbounded. The privacy guaranteed is at event (E) or
user (U) level, or, for some unbounded update cases, sliding window (w).

Table 2.1: Properties of dynamic databases used in various key papers mentioned in
Section 2.2.

2.2.1 Differential privacy for growing databases

The bitstream model. Dwork et al. [26, 27] and Chan et al. [9] independently intro-

duced similar early models for differential privacy in a dynamic context. In Dwork et al.

[26] and Chan et al. [9], the dynamic data is a bitstream, modelled as a sequence of pre-

fixes S = S1, S2, ..., ST for times t = 1, 2, ..., T , where each St = 0, 1t. Bitstreams S, S′ are

neighbours if, for some time k, Si = S′
i for i < k and Si ≈ S′

i for i ≥ k. In other words,

the two bitstreams differ at exactly one position, k. Differential privacy over bitstreams

is defined by applying Definition 2.1.1 to this new definition of neighbouring bitstreams.

Figure 2.1 shows an example of two neighbouring bitstreams.

Definition 2.2.1 (Neighbouring database streams). Database streams S and S′ are event-

level neighbours if they may differ by the update at single time t [9, 26]; they are user-

level neighbours if they may differ at multiple updates, if those updates all pertain to

the same individual [26]. Where time is unbounded, unconstrained user-level privacy can
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2.2 Differential privacy for dynamic data

be particularly difficult to achieve [19]. Here, a sliding-window neighbour model may be

employed, whereby either event- or user-level privacy is guaranteed only for subsequences

of length w of the update stream [49].

S1 1

S2 1 0

... 1 0 ...

St−1 1 0 ... 1

St 1 0 ... 1 0

St+1 1 0 ... 1 0 0

... 1 0 ... 1 0 0 ...

S′
1 1

S′
2 1 0

... 1 0 ...

S′
t−1 1 0 ... 1

S′
t 1 0 ... 1 1

S′
t+1 1 0 ... 1 1 0

... 1 0 ... 1 1 0 ...

Figure 2.1: Example of a bitstream D and an event-level neighbouring bitstream D′.
Yellow cells indicate the effect of updates on the bitstrings and blue cells indicate where

neighbours differ.

Both Dwork et al. [26] and Chan et al. [9] provide differentially private counting algorithms

under this model. Dwork et al. [26] also provide a general transformation from the static to

the growing database model for differentially private, monotonically increasing functions,

while Chan et al. [9] extend their counting algorithm to the time-unbounded setting. In

Theorem 2.2.1 gives a general lower bound for the error differentially private counting in

the growing database model, as shown by Dwork et al. [26].

Theorem 2.2.1 (Theorem 4.2 of Dwork et al. [26]). Any differentially private event-level

algorithm for counting on a growing database over T rounds must have error Ω(log T ).

The algorithms and some lower bounds provided by Dwork et al. [26, 27] abide by pan-

privacy, a stronger privacy guarantee whereby not only are outputs differentially private,

but the central database itself is protected against a small fixed number of intrusions by

an adversary. This limits the power of the algorithms as the database itself cannot be

maintained in its true state.

Since the growing database can be modelled as a special case of all other dynamic database

models, and event-level privacy is weaker than alternative privacy definitions, this bound

applies to counting mechanisms across all dynamic database models presented. Later work

by Dwork et al. [29] provides new mechanisms, including an optimal counting mechanism,

without the pan-privacy restriction.

The strictly growing database model. The bitstream model described in Section 2.2.1

is generalised by extending the data universe, from bits, to some discrete universe X of
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2.2 Differential privacy for dynamic data

size |X | = N . We refer to this as the strictly growing database model, and give an example

in Figure 2.2.

D1 7

D2 7 3

... 7 3 ...

Dt−1 7 3 ... 1

Dt 7 3 ... 1 4

Dt+1 7 3 ... 1 4 3

... 7 3 ... 1 4 3 ...

D′
1 7

D′
2 7 3

... 7 3 ...

D′
t−1 7 3 ... 1

D′
t 7 3 ... 1 7

D′
t+1 7 3 ... 1 7 3

... 7 3 ... 1 7 3 ...

Figure 2.2: Example of a growing database D and an event-level neighbouring database
D′ that differ at time t. Yellow cells indicate the effect of updates on the databases and

blue cells indicate where neighbours differ.

Cummings et al. [15] use a strictly growing model, with time-unbounded updates, and pro-

vide general transformations for differentially private algorithms from the static database

setting. They define a stream of databases as a sequence S = {D1, D2, ...}, where at initial
time t = n, Dn ∈ X n, and at each subsequent time step t > n the database grows by one

element. As such, in their setting, Dt ∈ X t at every time step, and Dt[i] = Dt−1[i] for all

i ∈ [1..t− 1]. Similar models are used by Yıldırım et al. [69] and Cardoso and Rogers [8].

Under the strictly growing database model, it is assumed that each entry is independent

and that entries remain static once they are added. For example, the prefixes in the

bitstreams of Chan et al. [9], Dwork et al. [26] do not allow previously streamed bits to be

flipped, and the growing databases of Cummings et al. [15] do not allow a record added at

time (and index) t to be modified after time t. These models allow composition theorems,

such as that in Theorem 2.1.1, to be applied to prove privacy guarantees. For example by

setting εi values for each query such that their sum over all queries does not exceed some

global ε. In order to describe the accuracy of algorithms in the growing database model,

a new definition of numeric accuracy is required, given in Definition 2.2.2.

Definition 2.2.2 (Numeric accuracy for growing databases, from Definition 2 of Cum-

mings et al. [15]). For αn, αn+1, ... > 0, a randomised algorithmM is ({αt}t≥n, β)-accurate

for query stream Q = {qt,:}t≥n if for any input data stream X = {xt}t≥n the algorithm

outputs y such that |qt,j(xt)− qt,j(yt)| ≤ αt for all qt,j ∈ Q with probability at least 1− β.

Cummings et al. [15] use an event-level privacy definition: they define database streams

S, S′ as neighbouring if, for some t, Dτ = D′
τ for τ = 1, ..., t − 1 and Dτ ≈⟲ D′

τ for

τ = t, t+1, .... Specifically, S ≈ S′ if there is some j = t such that, for all τ , Dτ [i] = D′
τ [i]

24



2.2 Differential privacy for dynamic data

for all i ̸= j. The authors provide a PMW algorithm for growing databases, as well as two

general transformations from the static database setting to the strictly growing database

setting. One of the general transformations has an accuracy guarantee that is fixed over

time, and the other that improves over time. Their PMW algorithm for growing databases,

PMWG, utilises the fact that the sensitivity of linear queries, relative to the size of the

database, decreases as data accumulates. This allows them to guarantee privacy by scaling

their privacy parameter with time, and to achieve (α, β)-accuracy, when

α ≥ O
((

logNn log n/β

nε

)1/3
)
,

which is less accurate than the static version by around a factor of O(log n).

2.2.2 Differential privacy for time-series data

The growing database models presented in previous sections allow a single record to be

added at each time step. This section describes models where every individual can send an

update at every time step. These models have primarily evolved around spatio-temporal

data, though they can apply to any time-series data.

Definition 2.2.3 (Discrete Time Series Database). A time series database can be rep-

resented as a table with n rows, representing users, and columns t = 1, 2, ... representing

discrete timestamps. At each time stamp t, users may send an update to the database with

some discrete value x ∈ X representing their state, or change in state, during the period

(t−1, t]. If no update is sent by user i at time t, it is presumed that user i has maintained

their previous state during the corresponding time period.

Definition 2.2.3 broadly captures the database definitions variously described as ‘time-

series’, ‘longitudinal’, and ‘(spatio-)temporal’ in differential privacy literature. The privacy

definitions vary, corresponding to event-, user-, and sliding-window-level privacy and both

bounded and unbounded neighbour definitions. Figure 2.3 shows an example of a T -

bounded time-series database under this definition.

Rastogi and Nath [60] first introduced differential privacy for time-series data. Kellaris

et al. [49] first formalised a model similar to the one presented here, along with a new

privacy definition for infinite streams, w-event level privacy, whereby event-level privacy

25



2.2 Differential privacy for dynamic data

is preserved for streams of any length, and user-level privacy is preserved within those

streams for sequences of database updates up to length w. This definition degrades to

event-level privacy for small w, and describes user-level privacy for finite streams of length

T when w = T . The authors propose two algorithms to answer queries with unbounded w-

event privacy for time-series databases. Cao and Yoshikawa [6] expand on w-event privacy,

proposing privacy over ℓ-trajectories, defined as ℓ consecutive updates by a single user,

which can occur over more than ℓ total database updates. Li et al. [52] propose algorithms

releasing histograms with w-event differential privacy under the time-series model using

SVT to determine publication frequency. Chen et al. [12] provide the first differentially

private mechanism to allow a variety of queries to be answered over a time-series stream.

Cao et al. [7] extend event-, user-, and w-event-level privacy to the scenario where an

adversary has knowledge of temporal correlations within the data, which is overlooked in

prior works.

Fan et al. [34] provide algorithms for aggregate statistics on web browsing behaviour.

Rather than providing user- or event-level privacy, they protect browsing sessions, with

each session consisting of a sequence of page views at consecutive, discrete time stamps.

They extend their previous work on time-series [31–33] to provide two ε-differentially

private algorithms for releasing aggregate counts for web page visits at each time stamp.

2.2.3 Differential privacy for fully dynamic data

This section describes database models that allow only a single update at each time,

but updates may be an addition or deletion of an entry, or modification to an existing

entry. There is limited existing literature into such fully dynamic models. Mir et al. [56]

first proposed such a model, expanding on the growing database models of Dwork et al.

D1 1

1 2

2 1

3 2

...

n 8

D2 1 2

1 2 3

2 1 4

3 2 2

...

n 8 6

DT 1 2 ... T− 1 T

1 2 3 ... 2 4

2 1 4 ... 7 9

3 2 2 ... 5 7

...

n 8 6 ... 6 3

Figure 2.3: Example of a T -bounded time-series database D, with n users, at times
t = 1, 2, ..., T . Each table Dt represents the state of the database at time t, with colums
representing timestamps and rows representing users. We can see that once a column is

inserted, it remains static.
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[26, 27]. Recently, Qiu and Yi [59] have introduced a more general fully dynamic database

model, again drawing inspiration from the seminal works of Dwork et al. [26, 27] and Chan

et al. [9]. We hereby refer to the former as the state update model and the latter as the

add/delete model.

The State Update Dynamic Database Model. Definition 2.2.4 describes the database

model presented by Mir et al. [56].

Definition 2.2.4 (State update dynamic database model, from Section 2.1 of Mir et al.

[56]). Consider a finite set of users, U , of size n, a finite set of integer valued states

X = 0, 1, ..., N , a time bound T , and a stream S of updates. Each user i ∈ U is in state

ui,0 = 0 at time t = 0, and at each time t > 0 exactly one user, jt, updates their state. State

updates are represented as a tuple indicating the user and the value of the change in state.

That is, the update at time t is given by st = (jt, dt) where d ∈ {−(ujt,t−1),−(ujt,t−1 −
1), ...,+(N − (ujt,t−1 + 1)),+(N − (ujt,t−1))} so that ujt,t = ujt,t−1 + dt ∈ X , and for all

i ̸= jt, ui,t = ujt,t−1. Thus the state of any user i at time t can be determined from S by

taking ui,t =
∑t

τ=1{dτ : sτ = (i, dτ )}.

The authors further distinguish between a partly dynamic database, where all updates are

positive integers, and a fully dynamic database, where updates can be positive or negative.

The definition of privacy under this model is similar to definitions of bounded, user-level

privacy, with some important distinctions.

S

(1, +7)

(4, +3)

(4, +2)

(2, +3)

(3, +4)

(2, +5)

(1, -2)

(3, -4)

(4, -1)

(4, +2)

D0 0 0 0 0

D1 7 0 0 0

D2 7 0 0 3

D3 7 0 0 5

D4 7 3 0 5

D5 7 3 4 5

D6 7 8 4 5

D7 5 8 4 5

D8 5 8 0 5

D9 5 8 0 4

D10 5 8 0 6

S′

(4, +3)

(4, +2)

(2, +3)

(3, +4)

(3, +5)

(2, +5)

(3, -4)

(4, -1)

(4, +2)

D′
0 0 0 0 0

D′
1 0 0 0 3

D′
2 0 0 0 5

D′
3 0 3 0 5

D′
4 0 3 4 5

D′
5 0 3 9 5

D′
6 0 8 9 5

D′
7 0 8 5 5

D′
8 0 8 5 4

D′
9 0 8 5 6

Figure 2.4: Example of neighbouring state update streams S and S′, and corresponding
database streams D and D′ with n = 4 users, where the neighbouring subsets of update
times areK = {1, 7} andK ′ = {5}, and neighbouring users are (j, k) = (1, 3). Yellow cells
indicate the effect of updates on the databases and blue cells indicate where neighbours

differ.
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Definition 2.2.5 (Neighbouring state update dynamic databases, from Definition 4 of

Mir et al. [56]). S and S′ are said to be (user-level) neighbors if there exists a (multi)set

of updates in S indexed by K ⊆ [t] that update the same ID j ∈ U , and there exists a

(multi)set of updates in S′ indexed by K ′ ∈ [t′] that updates some k ̸= j ∈ U such that∑
τ∈K dτ =

∑
τ∈K′ d′τ and for all other updates in S and S′ indexed by Q = [t] −K and

Q′ = [t′]−K ′ respectively,

∀i ∈ U
∑
τ∈Q
{dτ : sτ = (i, dτ )} =

∑
τ∈Q′

{d′τ : s′τ = (i, d′τ )} .

Definition 2.2.5 differs from previous definitions in that the order, number, and value of

updates to all users may differ between neighbours, provided that each user is in the

same state at time T . This is a particularly complicated privacy model that, unlike other

models, has very little restriction on the number, order, and individual values of updates,

but is very restrictive in terms of how neighbouring streams can differ in total value. While

k and j represent different individuals, they must maintain the property that they are in

the same state at time T . Figure 2.4 gives shows a simple example of neighbouring state

update streams. In this example the order and value of updates not in the subsets K and

K ′ have been maintained, though this is not required by the definition.

Beyond defining this new model, Mir et al. present three ε-pan-private sketches, as well

as lower bounds for pan-privacy against a single intrusion. The algorithms presented

are: distinct count, for partly dynamic data, estimating the number of distinct users with

non-zero state; cropped first moment, for fully dynamic data, estimating the sum of all

elements after cropping each value to some τ ; and, heavy hitters count, for fully dynamic

data, estimating the number of distinct users with a state worth at least 1/k of the total

state, for some k. Approximation factors and lower bounds, under pan-privacy, are given

for all three problems.

The Add/Delete Dynamic Database Model. Recent work by Qiu and Yi [59] ex-

tends the growing database model to allow deletions and empty updates under an event-

level, unbounded privacy model. This model allows only one update per time period,

however rather than changing the value of an entry, updates can either add or delete en-

tries. Unlike the growing database models described in Section 2.2.1, updates can also be

empty.
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Definition 2.2.6 (Add/Delete Fully Dynamic Database Model, from Section 1.3 of Qiu

and Yi [59]). Let X be a finite state universe and t = 1, 2, ... be a (possibly infinite) time

horizon. An add/delete dynamic database is modeled by a stream of updates S with each

update st = (jt, dt)∨⊥ for jt ∈ X and dt ∈ {1,−1}. The number of elements in state i at

time t is given by
∑t

τ=1{dτ : sτ = (i, dτ )}.

Figure 2.5 shows examples of neighbouring streams under this model. Notice that identities

of users are not required, as this model provides only event-level privacy.

S

(3, +)

(1, +)

(2, +)

(1, -)

⊥
(2, +)

(4, +)

(3, +)

(3, +)

(4, -)

x0 0 0 0 0

x1 0 0 1 0

x2 1 0 1 0

x3 1 1 1 0

x4 0 1 1 0

x5 0 1 1 0

x6 0 2 1 0

x7 0 2 1 1

x8 0 2 2 1

x9 0 2 3 1

x10 0 2 3 0

S′

(3, +)

(1, +)

⊥
(1, -)

⊥
(2, +)

(4, +)

(3, +)

(3, +)

(4, -)

x′
0 0 0 0 0

x′
1 0 0 1 0

x′
2 1 0 1 0

x′
3 1 0 1 0

x′
4 0 0 1 0

x′
5 0 0 1 0

x′
6 0 1 1 0

x′
7 0 1 1 1

x′
8 0 1 2 1

x′
9 0 1 3 1

x′
10 0 1 3 0

Figure 2.5: Example of a fully dynamic add/delete update stream S and neighbouring
stream S′, and corresponding histogram streams X and X ′ where histograms are of size
N = 4, and where xt is the state of the histogram at time t. Yellow cells indicate the

effect of updates on the histograms and blue cells indicate where neighbours differ.

The authors provide a black box algorithm to convert any (ε, δ)-differentially private

mechanism for static data, with (α, β)-accuracy for α = fα((ε, δ), β), to a differentially

private add/delete fully dynamic algorithm with accuracy

α = O

(
log t

ε
+ fα

(
(ε, δ)

log5mt

, nt +
log1.5mt log(1/β)

ε

))
,

where nt is the size of the dataset at time t, and mt = Nt + log log t where Nt is the

number of updates at time t.

While this is a flexible model that generalises many existing dynamic models, the defini-

tions and mechanisms provided by Qiu and Yi [59] are limited to event-level, rather than

the stronger user-level, privacy.
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2.2.4 Alternative models

While our focus here is on a single stream of data from a discrete, finite universe of states,

differential privacy for dynamic data of other forms has been explored. For example,

Jain et al. [45] formalise the notion of differentially private online convex programming,

where data are drawn interactively from a convex set. They give differentially private

algorithms for gradient descent in these settings. Smith and Thakurta [64] continue the

study of differentially private online learning, improving on the bounds given by Jain et al.

[45] and expanding to the bandit setting. Perrier et al. [58] study differentially private

release of statistics on real-valued data streams. They propose a mechanism for choosing

a cropping threshold, when no bound on data values in known, with theoretical accuracy

guarantees. Wang et al. [66] improve on the guarantees of Perrier et al. [58].

This thesis considers only the global model of differential privacy, whereby the database

itself is considered a trusted aggregator. There is also considerable work on dynamic data

in the local setting. The local model of differential privacy considers the case where the

data aggregator is untrusted, so privacy preserving mechanisms must be applied by the

user prior to sending data to a centralised database. This model was first formalised by

Kasiviswanathan et al. [48], though guaranteed long before differential privacy itself had

been formalised, in the randomised response mechanism of Warner [67]. Rastogi and Nath

[60] and Chan et al. [10] provide differentially private mechanisms for dynamic distributed

data, with no trusted aggregator. Erlingsson et al. [30] give a mechanism to improve the

privacy of aggregated, locally private, data through anonymisation, where users update

their data up to k times over the T time periods. Wang et al. [66] provide a local version

of their global DP mechanism for real valued streams. Ye et al. [68] introduce a notion of

local differential privacy for time-series data and provide three mechanisms.
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Chapter 3

The Fixed Size Dynamic Database

Model (FSDD)

Here we introduce a new dynamic database model for differential privacy. Our model,

the fixed size dynamic database (FSDD), allows records to be modified over time, unlike

the strictly growing model described in Chapter 2. It has different constraints to other

dynamic database models previously described. The constraints of FSDD allow us to make

assumptions about the cumulative sensitivity of database updates over time, which we use

to our advantage in designing mechanisms and assessing their accuracy. In Section 3.1

we describe the FSDD model in detail, including privacy definitions and comparisons to

other models.

In Section 3.2 we give several algorithms for answering the same query, with differential

privacy, after each update to the database. First we give a naive algorithm as a baseline,

then introduce a new algorithm, the τ -frequency repeated queries (τ -RQ) algorithm for

queries with real valued answers. We then modify this to give a black box version that

converts any static DP algorithm to an FSDD DP algorithm. Finally, we modify the sparse

vector technique (SVT), using it as a subroutine to give a more sophisticated baseline than

the naive algorithm.
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3.1 Database and privacy model

3.1 Database and privacy model

3.1.1 Database model

Our new database model, the fixed size dynamic database (FSDD) has some fixed set of

users of size n, who each start in some state in finite universe X at time t = 0. At each

time t = 1, ..., T − 1 a single user updates their state, to any state in X , not excluding the

state they were previously in. Below, we give an example of a scenario that may use such

a database model, as well as a formal definition.

Example 3.1.1 (FSDD). A cohort of graduates commence a graduate employment pro-

gram. Graduates have individual review meetings where their progress is assessed by the

cohort manager. After each meeting, the graduate is assigned a status from:

X = {P: Probation,R: At Risk,S: Satisfactory,E: Exceeding Expectations} .

All graduates are in default state P at time t = 0. The manager wants to share how the

cohort is tracking without revealing the individual status of any graduate.

Definition 3.1.1 (T -bounded fixed-size dynamic database (FSDD-T )). Consider a stream

of databases S = D0, D1, ..., DT−1, each with n elements drawn from a discrete, finite

universe X of size N . At time t = 0, initial database D0 ∈ X n. At each subsequent time

t = 1, 2, ..., T − 1, for some jt ∈ [n], Dt[jt] may differ from Dt[jt − 1] and Dt[i] = Dt−1[i]

for all i ̸= jt. That is, at each of T − 1 times, with T known in advance, exactly one

element is updated.

Equivalently, we can represent an FSDD stream S as an initial database D0 and a stream

of updates U = U1, ..., UT−1, where each Ut = (jt, Dt[jt]) for index jt ∈ [n] and value

Dt[jt] ∈ X .

A diagram of the model described in Example 3.1.1 is shown in Figure 3.1. While this

example has all individuals in the same status, P, at time 0, this is not required by

Definition 3.1.1.
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U

(1, R)

(4, S)

(3, R)

(1, S)

(2, S)

(4, R)

(2, E)

(3, S)

(4, S)

(1, R)

D0 P P P P

D1 R P P P

D2 R P P S

D3 R P R S

D4 S P R S

D5 S S R S

D6 S S R R

D7 S E R R

D8 S E S R

D9 S E S S

D10 R E S S

U′

(1, R)

(4, S)

(3, E)

(1, S)

(2, S)

(4, R)

(2, E)

(3, E)

(4, S)

(1, R)

D′
0 P P P P

D′
1 R P P P

D′
2 R P P S

D′
3 R P E S

D′
4 S P E S

D′
5 S S E S

D′
6 S S E R

D′
7 S E E R

D′
8 S E E R

D′
9 S E E S

D′
10 R E E S

Figure 3.1: Example of neighbouring FSDD update streams U and U ′ and database
streams S and S′, with rows representing times and columns representing individuals in
the database. Databases have size n = 4, universe size N = 10, the number of updates
are bounded by T = 11 and the databases differ at user j = 3. Yellow cells indicate the

effect of updates on the histograms and blue cells indicate where neighbours differ.

3.1.2 Privacy model

Given that our database model has a fixed size, and we expect users to provide multiple

updates, we define privacy using a bounded, user-level privacy model. That is, we define

neighbouring database streams S ≈ S′ as those that differ by the values of any updates by a

single user, and where databases Dt ≈⟲ D
′
t are bounded neighbours, under Definition 2.1.3

for static databases, at every time t. A formal definition is given below, and an example

is given in Figure 3.1 above.

Definition 3.1.2 (FSDD Neighbours). FSDD database streams S, S′ are considered neigh-

bouring, S ≈ S′, if both have database size n and for some j ∈ [n], Dt[i] = D′
t[i] for all

i ̸= j at all times t = 0, 1, ..., T − 1. That is, at all times t ∈ [T − 1], D′
t can differ from

Dt only at position j.

Equivalently, for neighbouring initial databases Dt ≈⟲ D
′
t, update streams U and U ′ ensure

that streams S and S are neighbouring if, for some j ∈ [n], U ′
t = Ut for all Ut ∈ {(js, ·) :

js ̸= j} and U ′
t = (j, ·) for all Ut ∈ {(j, ·)}. That is, the index of every update is the same

between neighbouring streams, and the value of each update is the same except for some

index j.

When we refer to the ε-differential privacy of algorithms on FSDD streams, we do so

relative to this definition of FSDD neighbours.
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3.1 Database and privacy model

Definition 3.1.3 (ε-differential privacy of algorithms over FSDD streams). A randomised

algorithmM, answering a sequence of queries Q over an FSDD stream S, is ε-differentially

private if, for any two FSDD-neighbouring (Definition 3.1.2) streams S ≈ S′ and any sub-

set of possible output streams Y ,

Pr[M(S) ∈ Y ] ≤ eε · Pr[M(S) ∈ Y ],

where ε > 0.

In designing mechanisms for differential privacy under the FSDD model we can exploit two

key characteristics. The first, which is shared with most privacy models in the dynamic

DP literature (with the notable exception of the state update model of Mir et al. [56]), is

that at each time t, databases Dt and D
′
t are neighbouring. In Figure 3.1, we see that, in

any row, at most one column differs between the neighbouring database representations.

This is built in to our Definition 3.1.2 of neighbouring FSDDs, and allows us to apply

basic composition over time, since the k-fold adaptive composition result (see discussion of

Theorem 2.1.3) guarantees that differential privacy is maintained under composition even

of different databases and different mechanisms, provided each mechanism is differentially

private. It is important to note that this requires that the differing updates still occur at

the same times between neighbouring updates, which limits the type of privacy that can

be expected when it comes to membership inference. This is a limitation shared by many

dynamic differential privacy models, and, more generally, with bounded DP in that the

size of the database may be exposed.

The second characteristic, of the FSDD model itself rather than the privacy model, is that

only a single element is updated at each time. As such, consecutive databases Dt and

Dt+1 are also neighbouring, that is, Dt ⟲ Dt+1 such that |q(Dt)− q(Dt+1)| ≤ ∆q. While

this does not affect our use of basic privacy results, it allows us to bound the overall effect

of updates over time to optimise accuracy.

In Section 3.2 we give a mechanism that relies only on the first characteristic, and then

one that employs both, for privately answering a repeated query over time. In Chapter 4

we give mechanisms for privately answering multiple different queries after each update.
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3.1 Database and privacy model

3.1.3 Comparison to existing dynamic database models

In this section, we compare the FSDD database and privacy models to those discussed

in Section 2.2. We show that the database model is most similar to the state update

model of Mir et al. [56], while our privacy model is much simpler. Our database model is

less restrictive than growing database models (e.g. [9, 15, 26]) and more restrictive than

time-series models (e.g. [6, 7, 49, 52])and the add/delete database model [59]. Table 3.1

gives an overview of key differences between these models and FSDD.

The strictly growing model. The growing database models described in Section 2.2.1

have a single entry added at each time, such that the database size is growing at a fixed

rate, with no deletions or modifications to past entries. The bitstream model [9, 26, 27],

where X = {0, 1}, starts with an empty database at time 0, such that the size of the

database at time t, nt = t. This property is shared with some more general growing

models, though in Cummings et al. [15], where the data universe is some discrete finite

set, the database has some size n0 at time 0, such that the database size at time t is

nt = n0 + t. FSDD on the other hand has a fixed size n, but has one record updated at

each time.

In their papers on pan-privacy for streaming and continual release, Dwork et al. [26, 27]

give both event- and user-level privacy preserving algorithms; their requirement of pan-

privacy is stronger than the user-level differential privacy we require of FSDD. In the

bitstream algorithms of Chan et al. [9] and the growing database algorithms of Cummings

Users
per t

Update
types

Privacy model

Strictly growing
[9, 15, 26]

1 + User-level pan-privacy, event-level DP.

State update
[56]

1 ⟲

DP. Neighbours differ by user for some
subset of updates, and by order of value of
all updates, provided sums maintained. See
Definition 2.2.5.

FSDD 1 ⟲ User-level DP, initial value and all updates.

Time-series
[6, 7, 49, 52]

≤ n ⟲
Various definitions, event-, user- and
w-event- level DP.

Add/delete [59] 1 +/−/⊥ Event-level DP.

Table 3.1: Properties of dynamic databases used in various key papers mentioned in
Section 2.2, where n is the number of users, and the update types are add (+), delete

(−), change (⟲), and empty (⊥).
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3.1 Database and privacy model

et al. [15] only event-level privacy is guaranteed. If we were to provide an event-level

privacy guarantee for FSDD, neighbouring streams would differ only at a single update,

rather than all updates for a single user, and would require that D0 = D′
0 for the initial

databases.

The discrete time series model. FSDD may be considered a special case of the

discrete time series model described in Section 2.2.2, where updates are restricted to only

one user at each time. The T -bounded time-series database is often modelled, for example

by Cao et al. [7], as a matrix whereby the users are represented by rows and the time

periods by columns, such that the trajectory of a user over time is represented as a row

vector. Kellaris et al. [49] model their infinite time-series as a stream of databases, where

each database in the stream is a snapshot of the state of each user at the given time.

Our model of the FSDD is like the latter, whereby we do not assume memory of previous

states, or of the times of each update. This choice does not affect the privacy model,

however, since our FSDD neighbour definition could apply to either.

There is a large corpus of literature considering differential privacy for time-series, and

thus a variety of privacy definitions employed. For example, the four key papers we listed

in Table 2.1, cover event-level [7], user-level [52], and w-event sliding window [6, 49] privacy

definitions. Since w-event sliding window privacy is equivalent to user-level privacy in the

T bounded setting if w = T , most of these are similar to our user-level privacy guarantee,

whereby neighbouring streams differ on the values of a single user.

The add/delete model. The add/delete model of Qiu and Yi [59] is also more general

than FSDD, allowing additions and deletions to the database, as well as empty updates.

If we map our data universe X , where |X | = N to the set of integers [0..N−1] and restrict

ourselves to the case where D0[i] = 0 for all users indexed i ∈ [n], we can model FSDD

using the operations of the add/delete model. If we represent each time period of FSDD

as two time periods of the add/delete model, then for each FSDD update Ut = (jt, Dt[jt])

we have a pair of add/delete updates s2t−1,= (Dt[jt],−1) and s2t−1,= (Dt[jt],−1) such

that we remove one instance of jt’s former state and add one of its current state, so the

overall set of states moves from the FSDD histogram xt−1 to xt.
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3.2 Repeated queries under the FSDD Model

FSDD has user-level privacy built in to the model, which is stronger than the event-level

privacy guaranteed by the add/delete model [59]. Since the add/delete database model

maintains only the counts of each item (histograms) rather than the user associated with

each entry, an event-level privacy guarantee is reasonable, though it would be possible

to define user-level privacy for the add/delete model, as it is with the strictly growing

database model.

The state update model. Finally, FSDD is very similar to the state update database

model of Mir et al. [56], provided we represent the FSDD data universe as integers. The

only substantial is that the state update model has that all users are in state 0 at time 0,

whereas FSDD allows users to start in any state in X . If we start with a database of 0s, we

can model FSDD as the state update model by representing each update in the stream by

the tuple U ′
t = (jt, Dt−1[jt]−Dt[jt]) showing the index of the user updates and the update

as a difference between the previous state and the new state, rather than Ut = (jt, Dt[jt]).

The key difference between FSDD and the state update model is the privacy model, par-

ticularly the definition of neighbouring streams: neighbouring databases in the state

update model may have the order and value of updates for all users differ between neigh-

bours, provided their sum is equal; and rather than changing the values of a single user

between neighbouring databases, it allows some subset of updates to be transferred from

one user to another, though again requires the sum of these updates to be maintained.

Additionally, Mir et al. [56] give pan-private algorithms, a stricter privacy guarantee than

differential privacy alone. While pan-privacy is possible for FSDD streams, this requires

the database itself to be stored privately, restricting the types of queries that can be made.

3.2 Repeated queries under the FSDD Model

In this section we present mechanisms for the scenario where we wish to answer the

same query after each update to the database. This is a common problem in the dynamic

database literature, for example, releasing counts [9, 26], histograms [6, 7, 49, 52], or heavy

hitters [10, 56]. These mechanisms are often referred to as continual release or continual

observation mechanisms; here, we use the term repeated queries for clarity of comparison

with the interactive queries described in Chapter 4. Rather than present mechanisms for
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3.2 Repeated queries under the FSDD Model

specific queries, we give mechanisms that take a query as input and release an answer to

that query after each update. Section 3.2.2 describes a generalised version, where we use

a static differentially private mechanism as a black box, trusting its privacy guarantees,

to convert any static DP mechanism to one for FSDD.

First, in Algorithm 5, we consider a naive mechanism, NRQ, for answering repeated, nu-

meric, queries with DP under the FSDD model. A simple application of basic composition,

Algorithm 5 outputs a DP answer to the query q on the database at each time step, capped

at T time-steps, using the Laplace mechanism. Its privacy follows from the privacy of the

Laplace Mechanism, and we give accuracy guarantees based on the accuracy of the Laplace

mechanism and the union bound.

Theorem 3.2.1. NRQ (Algorithm 5) is ε-differentially private.

Proof. By the privacy of the Laplace Mechanism, the answer for each round is
(
ε
T

)
-

DP. Composing T
(
ε
T

)
-DP queries gives overall privacy ε, by basic composition (The-

orem 2.1.3).

Theorem 3.2.2. NRQ (Algorithm 5) is (α, β)-accurate for

α = ln

(
T

β

)
· (T )∆q

ε
.

Proof. By the accuracy of the Laplace mechanism (Theorem 2.1.4), we have that each

query has accuracy |at − q(Dt)| ≤ α = ln(Tβ ) ·
T∆q

ε , with probability no less than 1 − β
T .

By the union bound, this gives (α, β)-accuracy overall.

3.2.1 τ-frequency repeated queries on FSDD-T (τ-RQ)

NRQ (Algorithm 5) provides the same guarantees of privacy and accuracy for any arbitrary

sequence of databases Di ∈ X n. Under the FSDD-T model, databases Dt and Dt+1 differ

Algorithm 5 NRQ: Naive repeated queries on FSDD-T

Input: Query function q : X n → R with sensitivity ∆q. Database stream {Dt}, where
each Dt ∈ X n is a vector of n states, each from discrete, finite universe X , for
times t = 0, 1, 2, ..., T − 1. Privacy paramater ε.

Output: Differentially private output {at} ∈ RT

1: for each time step t = 0, 1, 2, ..., T − 1 do

2: output at ← q(Dt) + Lap
(
T∆q

ε

)
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only in the value of one element, providing us with a limit on the effect of a single update of

|q(Dt)−q(Dt+1)| ≤ ∆q, where ∆q is the ℓ1-sensitivity of the query function q, as defined in

Definition 2.1.4. Using this information, we can design algorithms with improved accuracy

over composition of arbitrary database sequences.

Algorithm 6, τ -RQ provides such an improvement by querying the database only after

every 1 ≤ τ ≤ T updates, and otherwise returning the previous output. When t mod τ = 0

we say it is a sample round, where we use the Laplace Mechanism,MLap to answer query

q : X n → R on database Dt with ε-differential privacy. When t mod τ > 0 we say it

is a non-sample round, where we output the answer from the most recent sample round,

rather than taking a new sample. Equivalently, we could give no output for non-sample

rounds; we provide an output at every time t for ease of comparison with SVT and PMW

based algorithms presented later in the thesis. We call τ the frequency parameter, as it

determines the distance between successive samples of the database. The total number of

sample rounds is given by the cutoff, c =
⌈
T
τ

⌉
. If τ = 1, τ -RQ is equivalent to NRQ.

Consider a small-scale example, where τ = 4 and T = 10 we would take three samples, at

times t = 0, 4, and 8. Since we know that |q(Dt)−q(Dt+1)| ≤ ∆q, we can bound the effect

of updates between samples. For example, at time t = 6 there have been two updates since

the last sample, at time t = 4, so we know that |q(D6)−q(D4)| ≤ 2∆q, so that the additive

error of output a6, |a6− q(D6)| must be no more than |a4− q(D4)|+2∆q. When choosing

τ , we must balance between the error introduced by the Laplace Mechanism, which, for

fixed total ε, increases as the number of samples c increases, and the error introduced by

the effect of the updates between samples.

Algorithm 6 τ -RQ: τ -frequency repeated queries on FSDD-T

Input: Query function q : X n → R with sensitivity ∆q. FSDD stream {Dt}, where each
Dt ∈ X n is a vector of n states, each from discrete, finite universe X , for times
t = 0, 1, 2, ..., T − 1, such that |q(Dt) − q(Dt+1)| ≤ ∆q. Privacy paramater ε.
Frequency parameter τ .

Output: Differentially private output {at} ∈ RT

1: c←
⌈
T
τ

⌉
2: for each time step t = 0, 1, 2, ..., T − 1 do

3: if t mod τ = 0 then output at ← q(Dt) + Lap
(
c∆q

ε

)
4: else output at−1

Like the privacy and accuracy of NRQ, τ -RQ is ε-differentially private by the privacy of

the Laplace Mechanism and basic composition.
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Theorem 3.2.3 (Privacy of τ -RQ). τ -RQ (Algorithm 6) is ε-differentially private.

Proof. This follows directly from the proof of Theorem 3.2.1, where the answer for each

sample round is, instead,
(

ε
⌈T/τ⌉

)
-DP. Non-sample rounds do not affect the privacy, by

Theorem 2.1.2.

The accuracy guarantee is given in two parts, first, for the sample rounds, by a union

bound over the accuracy of the Laplace Mechanism, and then, for the non-sample rounds,

by a bound on the cumulative effect of updates between samples.

Theorem 3.2.4 (Accuracy of τ -RQ). τ -RQ (Algorithm 6) is (α, β)-accurate for

α = ln

(
c

β

)
· c∆q

ε
+ (τ − 1)∆q , (3.1)

where c =
⌈
T
τ

⌉
. That is, all outputs {at}T−1

t=0 are within ±α of the true answer to query q,

on database D at time t, with probability 1− β.

Proof. Following the proof of Theorem 3.2.2, we have that the answer for each sample

round is
(
α′, βc

)
-accurate, where:

α′ = ln

(
c

β

)
· c∆q

ε
.

Since |q(Dt)− q(Dt+1)| ≤ ∆q, we know that |q(Dt)− q(Dt+τ−1)| ≤ (τ − 1)∆q. Hence the

accuracy for any non-sample round is at most α′ + (τ − 1)∆q.

Combining the accuracy for the sample and non-sample rounds we find that the agorithm

has worst case accuracy α = ln
(

c
β

)
· c∆q

ε + (τ − 1)∆q. Since non-sample rounds are

deterministic, we can take the union bound for β across only the sample rounds, to give

|at − q(Dt)| ≤ α with probability no less than 1− β overall.

Choosing τ . We now consider how we can optimise our choice of τ to improve the

accuracy of τ -RQ. Preliminary numerical analysis of theoretical bounds gives us some

idea of the expected utility of our algorithms for various parameter choices. In Figure 3.2

we see how parameters ε and τ affect the theoretical accuracy bound α, for (α, β)-accuracy,

as shown in Theorem 3.2.4. We plot α for all integer values of τ in [1..T ], and indicate
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the optimal choice of τ for minimising α. We see that looser privacy (larger choice of ε)

improves utility (lower α), and that this compounds as the number of samples increases

(smaller τ).

Figure 3.3 breaks down one of these curves into increasing and decreasing components,

that is, the accuracy of the sample and non-sample rounds. The accuracy of the sample

rounds improves as τ increases, since fewer queries are being made overall, decreasing the

error bound of the first term, f1 = α′. However, as τ increases, there are more database

updates between queries, so there is an increasing upper bound on the difference between

the true database at a non-sample round and the database at the time of the last sample

round, given by f2 = (τ −1)∆q. Here we plot f1 and f2 for all integer values of τ in [2..T ].

These plots were obtained using the matplotlib (version 3.7.1) and numpy (version 1.42.2)

libraries in Python 3.11, by vectorising α, f1 and f2, obtained using math library functions,

across all integer choices of τ .

In Theorem 3.2.5, we give a heuristic for choosing τ by minimising the worst-case theo-

retical accuracy bound α.

21 23 25 27 29

τ (log2 scale)

20

22

24
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α
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(91,1.5)

(67,1.1)

(τ, α) =

ε = 0.25

ε = 0.5

ε = 1.0

ε = 2.0

Figure 3.2: Theoretical value of α for (α, β)-privacy guarantee of τ -RQ, with parameter
choices β = 0.01, T = 1000,∆q = 0.009 and various choices of ε, showing minimum α

values for each choice of ε. (τ, α) are marked for the minimum α for each ε.
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Figure 3.3: Theoretical value of α, split into decreasing and increasing components
f1 = ln(c/β) · c∆q/ε and f2 = (τ − 1)∆q, where c =

⌈
T
τ

⌉
, for (α, β)-privacy guarantee

of τ -RQ, with parameter choices ε = 1.0, β = 0.01, T = 1000,∆q = 0.009, showing the
minimum α value for reference.

Theorem 3.2.5. The theoretical accuracy bound, α, for τ -RQ (Algorithm 6) is minimised

by taking τ = τ ′, given by

τ ′ = argmin
τ

(
c

ε
ln
c

β
+ τ

)
, (3.2)

where c =
⌈
T
τ

⌉
.

Proof. The minimum α across all possible choices of τ , when time is T -bounded, is given

by:

τ ′ = argmin
τ∈[1,T ]

α , (3.3)

where

α = ln

(
c

β

)
· c∆q

ε
+ (τ − 1)∆q = ∆q

(
c

ε
ln

(
c

β

)
+ τ − 1

)
.

Since the sensitivity, ∆q, can be factored out, this is equivalent to

τ ′ = argmin
τ∈[1,T ]

(
c

ε
ln
c

β
+ τ

)
.
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3.2 Repeated queries under the FSDD Model

Due to the cutoff c = ⌈T/τ⌉ including a ceiling function, we have steps in the values of

α where there is a sudden drop for the first τ resulting in some c, and then a gradual

increase as the (τ − 1)∆q term increases while the other term remains fixed. We can thus

assume that the best choice of τ will be at one of these local minima. We call this set the

minimum distinct τs, with shorthand MDT. Thus, a heuristic for optimising τ , is to find

τ ′, using brute force to calculate

τ ′ = argmin
τ∈MDT

(
c

ε
ln
c

β
+ τ

)
.

Since this must only be calculated once for any choice of (τ, ϵ, β), using brute force to

calculate it across all τ ∈ MTD does not come at a significant cost to overall efficiency.

Below, we give a closed form for minimising α when generalised to continuous τ .

A lower bound on accuracy. Here we show a continuous lower bound on α, under

the (α, β)-accuracy definition, for τ -RQ. This bound is difficult to calculate, so is not

preferable to using brute force to find the discrete minimum using Equation (3.3), but

may be of independent interest.

Theorem 3.2.6. The accuracy α of the τ -RQ mechanism (Algorithm 6), given by Theo-

rem 3.2.4 can be bounded below by the continuous function αc where:

αc = ln

(
T

τβ

)
· ∆qT

τε
+ (τ − 1)∆q ,

which is minimised when

τ =

√
T

2ε
·W

(
2e2εT

β2

)
.

Proof. From Theorem 3.2.4 we have that α = ln
(
⌈T/τ⌉

β

)
· ∆q⌈T/τ⌉

ε + (τ − 1)∆q. This is

bounded below at each τ by the continuous version, αc = ln
(

T
τβ

)
· ∆qT

τε + (τ − 1)∆q. We

can then find the minima of this continuous version for a lower bound that applies to both

the continuous and discrete functions, by finding some τ̃ ∈ R that minimises αc.

Taking the first derivative, we have:

dαc

dτ
=

∆qT

τ2ε

(
ln

(
τβ

T

)
− 1

)
+∆q ,
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which has one positive root:

dαc

dτ
= 0 =⇒ τ =

√
T

2ε
·W

(
2e2εT

β2

)
,

where W (x), the Lambert W function, is the function satisfying W (x)eW (x) = z [14].

Taking the second derivative:

d2αc

dτ2
=

∆qT

τ3ε

(
3− 2 ln

(
τβ

T

))
,

and substituting τ ′ =

√
T
2ε ·W

(
2e2εT
β2

)
we get:

d2αc

d(τ ′)2
=

2∆q

√
2ε

√
T
(
W
(
2e2εT
β2

)) 3
2

(
3− 2 ln

(
β√
2Tε

√
W

(
2e2εT

β2

)))
. (3.4)

We complete the proof using the following facts:

1. ∆q, ε, T, β > 0, by definition,

2. ln(W (x)) = ln(x)−W (x), by Equation 3.8 of Corless et al. [14],

3. x > 0 =⇒ W (x) > 0, by definition.

By facts (1) and (2), the expression inside the brackets in Equation (3.4) simplifies to

1 +W
(
2e2εT
β2

)
, so, by (3), the whole expression is positive and thus τ ′ is a minimum.

Figure 3.4 Compares the minimum (for τ ∈ N) for the discrete vs continuous accuracy

bounds.

3.2.2 τ-frequency repeated black box (τ-RBB)

Several key papers in dynamic differential privacy (e.g. [15, 26]) provide mechanisms

that, rather than providing differential privacy themselves, allocate portions of the pri-

vacy budget to some mechanism that provides static differential privacy, keeping track to

preserve overall privacy using composition properties. We call these black box mechanisms,

as they do not depend on the internal workings of the static mechanism called, trusting

the privacy and accuracy claims of the, possibly black box, static mechanism. Here we
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Figure 3.4: Comparison of discrete accuracy bound α and continuous αc, with parameter
choices β = 0.01, T = 1000,∆q = 0.009, ε = 1.0, showing minimum α and αc evaluated

for τ ∈ {30, 31, .., 199, 200}.

provide a mechanism for repeatedly calling a black box mechanism in the FSDD setting.

Algorithm 7 gives a modified τ -RQ algorithm using this principle. The privacy of this

algorithm follows from the privacy of the black box, combined with basic composition,

and the accuracy can be determined from the accuracy of the black box using the union

bound.

Algorithm 7 τ -RBB: τ -frequency repeated black box on FSDD-T

Input: Database stream {Dt}, where each Dt ∈ X n for t = 0, 1, 2, ..., T − 1. Privacy
paramater ε. Static, ε-differentially private mechanismM(D, ε). Frequency pa-
rameter τ .

Output: Differentially private output {at} ∈ RT

1: c← ⌈Tτ ⌉
2: for each time step t = 0, 1, 2, ..., T − 1 do
3: if t mod τ = 0 then output at ←M(Dt,

ε
c )

4: else output a⌊ t
τ
⌋

Theorem 3.2.7 (Privacy of τ -RBB). τ -RBB (Algorithm 7) is ε-differentially private.

Proof. This follows directly from the proof of Theorem 3.2.1, where the answer for each

sample round is, instead,
(

ε
⌈T/τ⌉

)
-DP. Non-sample rounds do not affect the privacy, by

Theorem 2.1.2.
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3.2 Repeated queries under the FSDD Model

Theorem 3.2.8 (Accuracy of τ -RBB). When instantiated with (α, β)-accurate mechanism

M, τ -RBB (Algorithm 7) is (α, β′)-accurate, where

β′ =

⌈
T

τ

⌉
β .

That is, all outputs {at}Tt=0 are within ±α of the true function f on database D at time t

with probability 1− β′.

Proof. This follows from the union bound.

3.2.3 Adaptive repeated queries on FSDD-T (ARQ)

Here we modify NumericSVT (Algorithm 3) for the FSDD-T setting, and utilise it to

answer repeated queries. Similar to the DSFT algorithm for histograms, by Li et al.

[52], ARQ (Algorithm 9) uses NumericSVT as a subroutine, and publishes a new sample

value, at, only when the difference between a noisy version of true query answer q(Dt) and

previously published answer, at−1, exceeds a noisy version of some given threshold.

First, in Algorithm 8, we give our modified NumericSVT, NSVT-FSDD. To apply the

NumericSVT algorithm to the FSDD setting (Algorithm 8), we need only to add an outer

for loop, for the units of time.

Algorithm 8 NSVT-FSDD: NumericSVT for FSDD (Based on Algorithm 3 of
Dwork and Roth [22])

Input: Database stream S = {Dt} and query stream Q = {qt,i} for t = 0, ..., T − 1 and
i = 1, ..., ℓt for each t. Threshold θ, maximum query sensitivity ∆q, cutoff c, and
privacy parameter ε.

Output: Output stream a ∈ {⊥,R}L, where L =
∑T−1

t=0 ℓt

1: ρ← Lap
(
9c∆q

4ε

)
2: w ← 0
3: for each time t do
4: for each query i do

5: νt,i ← Lap
(
9c∆q

2ε

)
6: if qt,i(Dt) + νt,i ≥ θ + ρ then ▷ above threshold

7: output at,i ← qt,i(Dt) + Lap
(
9c∆q

ε

)
8: w ← w + 1
9: ρ← Lap

(
9c∆q

4ε

)
10: else output at,i ← ⊥ ▷ below threshold
11: if w ≥ c then Halt ▷ Exceeded hard query budget
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3.2 Repeated queries under the FSDD Model

Now we show that the privacy of NSVT-FSDD follows from the privacy of NumericSVT.

As we show below, the proof can be deduced from the proof of privacy of NumericSVT

given by Dwork and Roth [22]. Hence, we only provide the sketch.

Lemma 3.2.9. NSVT-FSDD is ε-differentially private.

Proof sketch. The proof of the ε-differentially private of NumericSVT, given in Theorem

3.2.7 of Dwork and Roth [22], depends only on the sensitivity ∆q. This sensitivity applies

for any neighbouring databases. Since all pairs of databases, Dt and D
′
t, for each time t, in

neighbouring FSDD streams S ≈ S′ are themselves neighbouring, substituting D → Dt,

D′ → D′
t, fk → qt,i, and νk → νt,i into the proof of privacy for NumericSVT [22] results

in a proof of privacy for NSVT-FSDD.

Algorithm 9 ARQ: Adaptive frequency repeated queries on FSDD-T

Input: database stream {Dt}, where each Dt ∈ X n for t = 0, 1, 2, ..., T − 1 and |X | = N ,
privacy paramater ε, query function q : X n → R where |q(Dt) − q(Dt+1)| ≤ ∆q,
threshold θ, and hard query cutoff c.

Output: string a ∈ RT

1: a−1 ← q([ 1N ]N )
2: Initialise Subroutine NSVT-FSDD({Dt>0}, {q′i}, θ,∆q, c, ε ) → a′

3: for each round t do
4: q′2t ← at−1 − q(Dt), q

′
2t+1 ← q(Dt)− at−1

5: if a′2t = ⊥ and a′2t+1 = ⊥ then ▷ below threshold
6: at ← at−1

7: else ▷ above threshold, hard query
8: if a′2t+1 = ⊥ then at ← at−1 + a′2t
9: else at ← at−1 − a′2t+1

We begin ARQ (Algorithm 9) by taking, as an initial comparison value, at−1, the query q

applied to a uniform histogram. For each database Dt, we use NumericSVT to determine

whether the difference between Dt and at−1, the previous published answer, is beyond the

noisy version of some threshold θ. We continue this process until we have exceeded our

hard query cutoff c, or all updates have been completed. The privacy of ARQ follows from

the privacy of NSVT.

Theorem 3.2.10. ARQ (Algorithm 9) is ε-differentially private.

Proof. The true database stream is only accessed via the NSVT-FSDD subroutine, which

is ε-differentially private by Lemma 3.2.9, the proof of which depends on the privacy of

NumericSVT as given by Dwork and Roth [22].
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3.2 Repeated queries under the FSDD Model

The privacy of NumericSVT given by Dwork and Roth [22] builds on the proof of a simpler

algorithm, AboveThreshold, which halts after a single above threshold query is encoun-

tered. Composition of AboveThreshold with the Laplace Mechanism gives NumericSVT,

such that the privacy of NumericSVT is preserved even when queries are adaptively chosen

in response to above threshold queries.

Since the adaptive queries, q′, generated by ARQ depend only on a fixed initial value,

a−1 and on answers to above threshold queries provided by NSVT-FSDD, ARQ is ε-

differentially private.

The optimal choice of threshold, θ, and cutoff, c, depend on several factors, including the

query function, q, and the distribution of updates. Li et al. [52] provide a mechanism for

adaptively choosing the threshold as the data is updated, that may be of some interest to

improve the performance of this mechanism.
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Chapter 4

Interactive Query Sequences

In the previous chapter, we considered mechanisms designed to answer a single, fixed query

after each update to a fixed size dynamic database (FSDD). Now we consider mechanisms

that allow us to answer a sequence of queries, when the queries themselves, and the

number of queries between updates, are not known in advance. For example, an analyst

might query a database as requests come in, without advance knowledge of which subset

of possible queries will be requested within any given period. We call these interactive

query sequences, and call the subsequence of queries made between subsequent updates

a query round. First, in Section 4.1, we consider how the τ -RBB mechanism introduced

in Section 3.2.2 can be applied to interactive linear query sequences by releasing noisy

histograms, and taking answers over those histograms instead of the private database.

In Section 4.2, we consider how the private multiplicative weights (PMW) mechanism

(Algorithm 4) can be modified for the FSDD setting. Similar to the work of Cummings

et al. [15], we repeat the static PMWmechanism for each update, with the public histogram

carrying over from the previous time period. In Section 4.2.2 we show that adding random

noise to the public histogram, when the true database is updated, decreases the expected

number of above threshold queries encountered by the SVT subroutine. This improves the

accuracy of the expected numeric answers by increasing the portion of the privacy budget

allocated to each above threshold query. Unlike the PMWG mechanism of Cummings

et al. [15], under the FSDD model we cannot rely on the growth of the database to absorb

the cost of repeated querying through decreasing query sensitivity, since the size of the
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4.1 τ -RQ for interactive query sequences

FSDD is fixed. As such, in an infinite update setting, we must trade off between privacy

and accuracy over time.

4.1 τ-RQ for interactive query sequences

In Chapter 3 we introduced the τ -RQ mechanism for answering repeated queries in the

repeated query setting. Algorithm 6 provides a mechanism for answering repeated nu-

merical queries, which is extended in τ -RBB (Algorithm 7), to allow any differentially

private mechanism, for answering a single query, from the static setting to be extended

to the FSDD setting. Linear queries (see Definition 2.1.10) can be answered by applying

a query function to histogram representation of a database. As such, we can answer all

linear queries over a static database by releasing a histogram only once. If this released

histogram is differentially private, the post-processing theorem (Theorem 2.1.2) ensures

that any queries made over it cannot introduce any additional privacy leakage. In the

static setting, we can use the Laplace perturbation algorithm for histograms,MLPH (Def-

inition 2.1.7), to release a differentially private, noisy histogram over a private database.

We extend this to the FSDD setting by using the MLPH as our black box mechanism

in τ -RBB. Algorithm 10 formalises how interactive linear queries are answered using this

method.

Algorithm 10 τ -RH: τ -RQ for interactive query sequences

Input: Database stream {Dt}, where each Dt ∈ X n for t = 0, 1, ..., T −1. Adaptive query
stream {qt,i} where each qt,i : X n → R, t = 0, 1, 2, .., T − 1, i = 1, 2, .... Frequency
parameter τ ∈ [1..T ], privacy parameter ε ∈ (0, 1).

Output: Query answers {at,i} each at,i ∈ R. Public histograms {yt}, where each yt ∈ R|X |

1: Initialise τ -RBB ({Dt}, ε,MLPH, τ)
2: for each time step t = 0, 1, 2, .., T − 1 do
3: yt ← output of τ -RBB at time t
4: for each query qt,i for i = 1, 2, ..., lt do
5: output at,i ← qt,i(yt)

The privacy and accuracy of Algorithm 10 are derived from those of its components:

τ -RBB andMLPH.

Theorem 4.1.1 (Privacy of τ -RH). τ -RH (Algorithm 10) is ε-differentially private.

Proof. The original database stream is only accessed by the τ -RBB mechanism, which is

ε-differentially private by Theorem 3.2.7 when instantiated with an ε-differentially private
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4.1 τ -RQ for interactive query sequences

mechanism. The input mechanism, MLPH, is ε-differentially private by the privacy of

the Laplace mechanism. All queries performed on the public histogram do not affect

the privacy of the mechanism, by post-processing (Theorem 2.1.2). Thus, τ -RH is ε-

differentially private.

How we measure the accuracy of τ -RH depends on the set of possible queries. We should

choose some distance measure over the histogram that corresponds to the class of possible

queries, that is, the accuracy is bounded by the worst-case accuracy of the worst-case

query in the query set Q. For example, if we allow only single bucket counting queries,

the accuracy would depend on the maximum error of any bucket in the histogram, while

if we allow all counting queries it would be maximum sum of errors, and, if we allow linear

queries with negative weights (w ∈ [−1, 1]), the maximum sum of absolute errors. In

addition to these subsets of linear queries, we may also include other types of queries that

can be answered on histograms, such as top-k or median.

We now give a more detailed example, for linear counting queries. We can determine the

(α, β)-accuracy and thus find an optimal choice of τ as follows.

Theorem 4.1.2 (Accuracy of τ -RH for linear counting queries). τ -RH (Algorithm 10),

when limited some set of linear counting queries Q ⊆ {0, 1}N , is (α, β)-accurate for

α =
2c

ε
ln

(
c · wmax

β

)
+ (τ − 1) , (4.1)

where c =
⌈
T
τ

⌉
, wmax = maxq∈Q

∑N
i=1wq[i], where wq[i] is the weight ∈ {0, 1} of histogram

bucket i for query q. That is, all outputs {at}Tt=0 are within ±α of the true answer to query

q on database Dt, at time t, with probability 1− β.

Proof. From the accuracy of the Laplace Mechanism (Theorem 2.1.4) and the definition of

the Laplace perturbation algorithm for histograms,MLPH (Definition 2.1.7), we have that

a single bucket count over a Laplace perturbed histogram in the bounded, static setting is

(α, β)-accurate with α = (2/ε) ln (1/β), where 2/ε is the scale of the Laplace noise. This

generalises to α = (2/ε) ln (k/β) when taking the sum over k buckets of the histogram.

From the definition of τ -RBB (Algorithm 7) we have that the scale of the Laplace noise

at each sample step is ε/c and from Theorem 3.2.8 β scales linearly with c when taken

over all samples. So, for each sample step of τ -RBB in τ -RH we have that each query is
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4.2 PMW-FSDD-T

(α, β)-accurate for α = (2c/ε) ln (k/β) where k ≤ wmax is the number of buckets included

in that query. Over the c sample steps, queries made at sample step times are therefore

(α, β)-accurate with α = (2c/ε) ln (cwmax/β).

Finally, between sample steps, the effect of the updates will reduce the accuracy depending

on the sensitivity of the queries themselves, since each update results in a true database

that is a bounded neighbour of that at the previous time step. For counting queries the

sensitivity is 1 in the bounded neighbour model, since, when we move one element from

one bucket to another, the sum of the buckets will increase by 1 for an element moved

from a bucket not in the query to one in the query, decrease by one for the reverse, and

otherwise will not change. As such, the maximum error introduced by the up to τ − 1

updates between samples is (τ−1)∆q = (τ−1), so we have that the overall (α, β)-accuracy

for τ -RH has α = (2c/ε) ln (cwmax/β) + (τ − 1).

As in Theorem 3.2.5, we can optimise τ by choosing τ ′ = argminτ α. We can further

improve the accuracy of our mechanism by optimising the query set. In the worst case, a

linear counting query includes all buckets in the histogram, giving wmax = N , however, if

we assume that the size of the database n is non-private, which is the usual assumption for

bounded DP, then we can easily discard this query to give wmax = N − 1. Furthermore,

we have that counting queries are symmetric. For example, we have that for queries

q = [1, 1, 0, 1] and q′ = [0, 0, 1, 0], and any histogram x ∈ {0, 1}4, q(x) = n − q′(x).

As such, we can remove the larger of any two symmetric queries, answering them using

post-processing on an answer to the other, such that wmax = ⌊N/2⌋.

Thus, for the set of all optimised counting queries over a histogram of size N , we can

achieve (α, β)-accuracy with α = (2c/ε) ln (c⌊N/2⌋/β) + (τ − 1).

4.2 PMW-FSDD-T

Inspired by the PMWG algorithm of Cummings et al. [15], in Algorithm 12 we give a

PMW algorithm for answering linear queries under the FSDD-T model, PMW-FSDD-T .

Figure 4.1 shows the operations of the algorithm at a high level. In this algorithm, we

instantiate a new NumericSVT instance for each update to the true database. Like the
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4.2 PMW-FSDD-T

original PMW algorithm of Hardt and Rothblum [42], a public histogram, y, initially uni-

formly distributed, is used to answer queries. When each query arrives, the NumericSVT

subroutine is used to determine whether the true answer differs significantly from the an-

swer on y, and returns a numeric answer if it does. We call these hard queries. To ensure

that there is no privacy leakage (see Section 3.2 of Lyu et al. [53]), each query requires two

calls to SVT, one to determine if the true answer is significantly smaller than the public

answer, and another to determine if it is significantly larger. If a query is determined as

hard, the public histogram y is updated using the multiplicative weights (MW) update

rule. Figure 4.1 gives a high level overview of PMW-FSDD-T , while Algorithms 11 and 12

show the low level details.

Figure 4.1: Flow chart showing the high level operations of PMW-FSDD-T.

Like Cummings et al. [15], we modify NumericSVT so that the hard query cutoff is man-

aged by the PMW algorithm, rather than the SVT subroutine. We must assume that the

relative entropy between the public and true histograms may increase when the database is

Algorithm 11 MSVT: Modified SVT subroutine (Based on Algorithm 6 (NSG)
of Cummings et al. [16] and Algorithm 3 (NumericSparse) of Dwork and Roth
[22])

Input: database D, represented as histogram x, adaptive query stream {q̂i}, i = 1, 2, ...,
threshold θ, privacy parameter ε̂, cumulative cutoff ĉ.

Output: string a ∈ {⊥,R}k
1: procedure SVTSubroutine(x, {q̂i}, θ, ε̂, ĉ)
2: θ̂ ← θ + Lap

(
9ĉ
4ε̂

)
3: for each round i do
4: if ⟨q̂i, x⟩+ Lap (9ĉ/(2ε̂)) ≥ θ̂ then ▷ above threshold
5: output ai ← q̂i(x) + Lap(9ĉ/ε̂)
6: θ̂ ← θ + Lap (9ĉ/(4ε̂)) ▷ Resample threshold noise
7: else output ai ← ⊥ ▷ below threshold
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Algorithm 12 PMW-FSDD-T

Input: Fractional histogram stream {xt}, where |xt| = n and xt ∈ X with |X | = N .
Adaptive query stream {qt,i} where each qt,i ∈ Q, t = 0, 1, 2, .., T − 1, i = 1, 2, ....
Threshold θ, privacy parameter ε, accuracy parameter α, tradeoff parameter k,
and weight parameter η ∈ (0, α3 ). ‘Outer’ update function g : RN → RN and
corresponding hard query cutoff function ψ(·).

Output: string {at,i} ∈ R, public histograms {yt,i}
1: θ ← 2α/3
2: y0,0 ← [1/N ]N ▷ synthetic database y
3: ξ ← ε/(2T )
4: for each time step t = 0, 1, 2, .., T − 1 do
5: ht ← 0 ▷ count of hard queries
6: ct ← ψ(t)−∑t−1

τ=0 hτ ▷ max hard queries in time period

7: Initialise SVTSubroutine
(
xt, {q′t,i′}, θ, ξ, ct

)
→ {ât,i′}

8: for each query i = 1, 2, ..., lt do
9: q′t,2i−1 ← qt,i(xt)− qt,i(yt,ht), q

′
t,2i ← qt,i(yt,ht)− qt,i(xt)

10: if ât,2i−1 = ⊥ and ât,2i = ⊥ then ▷ below threshold
11: output at,i ← qt,i(yt,ht)
12: else ▷ above threshold, hard query: perform MW update
13: if ât,2i = ⊥ then
14: output at,i ← qt,i(yt,ht) + ât,2i−1

15: r ← 1− qt,i ▷ increases weight of the query elements
16: else
17: output at,i ← qt,i(yt,ht)− ât,2i
18: r ← qt,i
19: for each j ∈ N do ŷ[j]← yt,ht [j] · e−ηr[j] ▷ re-weight y
20: ht ← ht + 1 ▷ Increment hard query counter
21: for each j ∈ N do yt,ht ← ŷ[j]/

∑N
k=1 ŷ[k] ▷ normalise y

22: if
∑t

τ=0 hτ ≥ ψ(t) then
23: Halt ▷ Hard query budget exceeded
24: yt+1,0 ← g(yt,ht) ▷ according to update rule
25: Terminate SVTSubroutine

updated, and calculate this potential increase in order to determine a bound on the num-

ber of above-threshold queries expected during each round, and choose privacy parameters

accordingly. In PMWG, Cummings et al. [15] additionally update the public histogram y

after each update to the true database, to account for the increase in entropy caused by

the update. In Section 4.2.1 we consider the case where no such update is applied, and

find a hard query bound that is exponential in t. In Section 4.2.2, inspired by PMWG

[15], we apply uniform noise to the public histogram, and determine a hard query bound

that is linear in t.
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4.2.1 Case 1: no outer update rule

At line 24 of Algorithm 12 the public histogram is updated regardless of the results of the

inner (query) loop. Here we attempt to find an appropriate hard query cutoff function

ψ(·) if there is no such update. That is, if g is the identity function g(y) = y. In this

case, the only updates to the public histogram are those performed in response to hard

queries, using the MW update rule. In order to determine the entropy parameter, we first

determine the maximum increase in entropy (KL-divergence, see Definition 2.1.11) caused

by a single update to the true database. We then use this to determine the expected

number of hard queries up to any time t.

We now consider how FSDD updates affect the relative entropy of the public and true

histograms in this case.

Lemma 4.2.1. The entropy increase caused by a single update to an FSDD database is

bounded by:

RE (x̂∥y)− RE (x∥y) ≤ 2
n (log n+ ηc) (4.2)

where c is the number of previous MW updates to the public histogram.

Proof. This proof follows the format and some techniques of the proof of Lemma 15 of

Cummings et al. [16].

Let ∆N represent the set of fractional histograms equivalent to databases in X , and let

x, x̂, y ∈ ∆N , where x̂ is a bounded neighbour of x. That is, we have some j, k ∈ N

such that x̂[j] = x[j] + 1
n , x̂[k] = x[k] − 1

n , and for all i ̸= j, k, x̂i = xi. In order to

calculate a bound on the increase in entropy when an entry is modified, we must bound

RE (x̂∥y)− RE (x∥y).

RE (x̂∥y)− RE (x∥y) =
N∑
i=1

(
x̂[i] log

x̂[i]

y[i]
− x[i] log x[i]

y[i]

)

=

((
x[j] + 1

n

)
log

x[j] + 1
n

y[j]
− x[j] log x[j]

y[j]

)

+

((
x[k]− 1

n

)
log

x[k]− 1
n

y[k]
− x[k] log x[k]

y[k]

)
=
(
x[j] + 1

n

)
log
(
x[j] + 1

n

)
− x[j] log x[j]− 1

n log y[j]

+
(
x[k]− 1

n

)
log
(
x[k]− 1

n

)
− x[k] log x[k] + 1

n log y[k] .

(4.3)
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For x[i] ∈ [0, 1] and n ≥ 1, we have that
(
x[i]± 1

n

)
log
(
x[i]± 1

n

)
− x[i] log x[i] ≤ 1

n log n,

so

RE (x̂∥y)− RE (x∥y) ≤ 1

n

(
2 log n+ log

y[k]

y[j]

)
. (4.4)

Assuming the public histogram is only updated for above-threshold queries, we can bound

y[k]/y[j] using the fact that y is updated at most c times. We have that at time t = 0,

all y0[i] = 1/n, and, using the multiplicative weights update rule as in the original PMW

algorithm [42] (see Lines 19-21 of Algorithm 12), at each subsequent update, q > 0,

yq[i] =
yq−1[i]e

−ηrq [i]∑N
j=1 yq−1[j]e−ηrq [j]

. (4.5)

We first bound the numerator. Since η > 0 and rq[i] ∈ [0, 1], we have

yq−1[i]e
−η ≤ yq−1[i]e

−ηrq [i] ≤ yq−1[i] . (4.6)

Next, we bound the denominator. Using the upper bound in Equation (4.6) and the fact

that yq−1 ∈ ∆N ,

e−η = e−η
N∑
j=1

yq−1[j] ≤
N∑
j=1

yq−1[j]e
−ηrq [j] ≤

N∑
j=1

yq−1[j] = 1 . (4.7)

So now we must have that, after each update,

yq−1[i]e
−η ≤ yq[i] ≤ yq−1[i]e

η . (4.8)

Now, since we have at most c of these updates, and we start with y0[i] = 1/n, we have for

all i,
e−ηc

N
=

1

n

c∏
j=1

e−η ≤ y[i] ≤ 1

n

c∏
j=1

eη =
eηc

N
. (4.9)

Now, substituting y[i], we have that

e−2ηc =
e−ηc

N

N

eηc
≤ y[k]

y[j]
≤ eηc

N

N

e−ηc
= e2ηc . (4.10)

Substituting Equation (4.10) into Equation (4.3), we get

RE (x̂∥y)− RE (x∥y) ≤ 1
n

(
2 log n+ log e2ηc

)
= 2

n (log n+ ηc) .
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Using Lemma 4.2.1, we now bound the number of hard queries in each round (outer loop)

of PMW-FSDD-T .

Theorem 4.2.2 (Hard query threshold of PMW-FSDD-T with no outer update rule).

The bound on the number of hard queries expected at time t, ct, of PMW-FSDD-T (Algo-

rithm 12), instantiated with no outer update rule, is

ct ≤


logN

ηα′ − η2 t = 0

logN

ηϕ

(
2

nϕ
+ 1

)t−1

+
log n

η

((
2

nϕ
+ 1

)t

− 1

)
t > 0

where ϕ := α′ − η − 2

n
, when n >

2

α′ − η .

Proof. This result is inspired by Corollary 16 of Cummings et al. [15].

From Theorem 4.10-4.14 of Dwork and Roth [22] we know that, in the non-private setting,

RE (x̂t∥yt) − RE (xt∥yt+1) ≥ ηα′ − η2, where yt+1 is yt updated using the multiplicative

weights update rule, and α′ ≥ η is the privacy parameter of the SVT subroutine. That

is, each time the synthetic database is updated, the relative entropy decreases by at least

ηα′−η2. We also know that the relative entropy at time t = 0 is bounded above by logN ,

and we can bound the increase in entropy for each update to x using Equation (4.2).

As such, we can set an upper bound on the number of hard queries expected up to time t:

ct ≤
1

ηα′ − η2

(
logN +

2

n

t∑
i=1

(log n+ ηci)

)
. (4.11)

When t > 0, this is equivalent to

ct ≤
1

ηα′ − η2

(
logN +

2

n

(
t log n+ ηct + η

t−1∑
i=1

ci

))

⇒ ct

(
1− 2

n(α′ − η)

)
≤ 1

ηα′ − η2

(
logN +

2t log n

n
+

2η

n

t−1∑
i=1

ci

)
,

(4.12)

and when n > 2
α′−η , this resolves to

⇒ ct ≤
1

η
(
α′ − η − 2

n

) (logN +
2t log n

n
+

2η

n

t−1∑
i=1

ci

)
. (4.13)
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Now, let w :=
1

η
(
α′ − η − 2

n

) , and let x := w logN , y :=
2w log n

n
, and z :=

2wη

n
, then

we have

ct ≤ x+ ty + z
t−1∑
i=1

ci (4.14)

when the conditions of Equations (4.12) and (4.13) are met. In Lemma 4.2.3 we give a

closed form for Equation (4.14).

Lemma 4.2.3. For t > 0, f ≡ f̂ where

f(t) := x+ ty + z

t−1∑
i=1

f(i)

f̂(t) := x(z + 1)t−1 + y
(z + 1)t − 1

z
.

Proof. We prove this by induction.

First, when t = 1 we have f(t) = f̂(y) = x+ y.

Now, assume that f(k) = f̂(k), i.e. that

f(k) = x(z + 1)k−1 + y
(z + 1)k − 1

z
.

Then we have that

f(k + 1) = x+ (k + 1)y + z
k∑

i=1

f(i)

= x+ ky + z

k−1∑
i=1

f(i) + y + zf(k)

= (z + 1)f(k) + y

= (z + 1)

(
x(z + 1)k−1 + y

(z + 1)k − 1

z

)
+ y

= x(z + 1)k + y

(
(z + 1)

(z + 1)k − 1

z
+ 1

)
= x(z + 1)k + y

(
(z + 1)((z + 1)k − 1) + z

z

)
= x(z + 1)k + y

(
(z + 1)k+1 − 1

z

)
= f̂(k + 1) .

Since f(1) = f̂(1) and f(k) = f̂(k) =⇒ f(k + 1) = f̂(k + 1), we have, by induction, that

f ≡ f̂ .
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Finally we let ct ≤ f̂(t), by Lemma 4.2.3, and substitute back in the values of w, x, y, z to

get

ct ≤ x(z + 1)k−1 + y
(z + 1)k − 1

z

=
logN

η
(
α′ − η − 2

n

) ( 2

n
(
α′ − η − 2

n

) + 1

)t−1

+
log n

η

((
2

n
(
α′ − η − 2

n

) + 1

)t

− 1

)
.

(4.15)

From Equation (4.11), substututing t = 0, we have

c0 ≤
logN

ηα′ − η2 ,

and, from Equation (4.15), we have

ct ≤
logN

η
(
α′ − η − 2

n

) ( 2

n
(
α′ − η − 2

n

) + 1

)t−1

+
log n

η

((
2

n
(
α′ − η − 2

n

) + 1

)t

− 1

)
,

when t > 0 and n >
2

α′ − η .

Applying Theorem 4.2.2, in PMW-FSDD-T for the case where there is no outer update

rule applied, we can take

ψ(t) :=


logN

ηα′ − η2 t = 0

logN

ηϕ

(
2

nϕ
+ 1

)t−1

+
log n

η

((
2

nϕ
+ 1

)t

− 1

)
t > 0

(4.16)

where ϕ := α′ − η − 2

n
, whenever n >

2

α′ − η .

This hard query bound is exponential in t. To improve on this, we now consider an update

rule that applies uniform noise to the public database, y after each update to the true

database, x.

4.2.2 Case 2: uniform outer update rule

Since the version of our algorithm with no outer update rule has a bound on the expected

number of hard queries that is exponential in t, we implement an additional update rule.

This update is performed at line 24. The update rule used by Cummings et al. [15] in
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4.2 PMW-FSDD-T

PMWG assumes that updates to the database are drawn from a uniform distribution, so

uniform noise is applied across the public histogram to offset the increase in entropy. Here

we apply the same concept under our FSDD model.

Algorithm 13 Uniform public histogram update rule

Input: fractional histogram y ∈ RN

Output: fractional histogram ŷ ∈ RN

1: for each j ∈ N do ŷ[j]← n−1
n y[j] + 1

nN
2: return ŷ

The uniform update rule, given in Algorithm 13, adds uniform noise such that public

histogram will tend towards the uniform distribution when no multiplicative weights up-

dates are applied between database updates. First we upper bound the increase in entropy

caused by a single update to the true database. This is inspired by Lemma 15 of Cum-

mings et al. [16], and only differs significantly in the 2
n log n term from Equation (4.19),

which is omitted by Cummings et al.. All other differences are primarily due to notation

differences between the models.

Lemma 4.2.4. Using the uniform update rule, the entropy increase caused by a single

update to the database is bounded by:

RE (x̂∥ŷ)− RE (x∥y) ≤ 1

n
((n+ 2) log n− (n− 1) log (n− 1) + logN) . (4.17)

Proof. This proof follows the format and some techniques of the proof of Lemma 15 of

Cummings et al. [16].

Assessing the relative entropy increase caused by a single update to the database, and

setting L as the set of indices where yi ≤ 1
N(n−1) and H the set where yi >

1
N(n−1) , we

have

RE (x̂∥ŷ)− RE (x∥y) =
N∑
i=1

(
x̂i log

x̂i
ŷi
− xi log

xi
yi

)

=

N∑
i=1

(x̂i log x̂i − xi log xi) +
∑

i∈{L∪H}

(
x̂i log

1

ŷi
− xi log

1

yi

)
.

(4.18)

From Equation (4.4) we have that

N∑
i=1

(x̂i log x̂i − xi log xi) ≤ 2
n log n . (4.19)
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To bound the terms including ŷ, y we will use the fact that ŷi =
n−1
n yi +

1
nN . Taking the

set L, where yi ≤ 1
N(n−1) , we use ŷi ≥ 1

nN to find

∑
i∈L

(
x̂i log

1

ŷi
− xi log

1

yi

)
≤
∑
i∈L

(x̂i log (nN)− xi log ((n− 1)N))

=
∑
i∈L

(x̂i − xi) log ((n− 1)N) +
∑
i∈L

x̂i log
n

n−1

≤ log ((n− 1)N)
∑
i∈L

(x̂i − xi)+ + log n
n−1

∑
i∈L

x̂i .

(4.20)

Taking the set H, where yi >
1

N(n−1) , we can use ŷi ≥ n−1
n yi to find

∑
i∈H

(
x̂i log

1

ŷi
− xi log

1

yi

)
<
∑
i∈H

(
x̂i log

1
n−1
n yi

− xi log
1

yi

)

=
∑
i∈H

(
(x̂i − xi) log

1

yi
+ x̂i log

n
n−1

)
≤
∑
i∈H

(x̂i − xi)+ log
1

yi
+
∑
i∈H

x̂i log
n

n−1

≤ log ((n− 1)N)
∑
i∈H

(x̂i − xi)+ + log n
n−1

∑
i∈H

x̂i .

(4.21)

Combining Equations 4.19, 4.20, and 4.21 we find

RE (x̂∥ŷ)− RE (x∥y) ≤ 2
n log n+

N∑
i=1

(
x̂i log

n
n−1 + (x̂i − xi)+ log ((n− 1)N)

)
= 2

n log n+ log n
n−1 + 1

n log ((n− 1)N)

= 1
n ((n+ 2) log n− (n− 1) log (n− 1) + logN) .

(4.22)

Similar to Equations (4.11) and (4.13), we can set an upper bound on the number of

hard queries expected up to time t. Since our entropy bound does not include ct, we are

able to find a closed form hard query threshold using the uniform update rule, given in

Theorem 4.2.5

Theorem 4.2.5 (Hard query threshold of PMW-FSDD-T with uniform update). The

bound on the number of hard queries expected at time t, ct, of PMW-FSDD-T (Algo-

rithm 12), instantiated with the uniform update rule (Algorithm 13), is

ct ≤
1

ηα′ − η2
(
logN +

t

n
((n+ 2) log n− (n− 1) log (n− 1) + logN)

)
.
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Proof. This result is inspired by Corollary 16 of Cummings et al. [15].

From Theorem 4.10-4.14 of Dwork and Roth [22] we know that, in the non-private setting,

RE (x̂t∥yt) − RE (xt∥yt+1) ≥ ηα′ − η2, where yt+1 is yt updated using the multiplicative

weights update rule, and α′ ≥ η is the privacy parameter of the SVT subroutine. That

is, each time the synthetic database is updated, the relative entropy decreases by at least

ηα′−η2. We also know that the relative entropy at time t = 0 is bounded above by logN ,

and we can bound the increase in entropy for each update to x using Lemma 4.2.4.

ct ≤
1

ηα′ − η2

(
logN +

t∑
τ=1

1

n
((n+ 2) log n− (n− 1) log (n− 1) + logN)

)

=
1

ηα′ − η2
(
logN +

t

n
((n+ 2) log n− (n− 1) log (n− 1) + logN)

)
.

Thus, in this case, we can take

ψ(t) :=
1

ηα′ − η2
(
logN +

t

n
((n+ 2) log n− (n− 1) log (n− 1) + logN)

)
.

This hard query bound is linear in t, a significant improvement over Theorem 4.2.2.

4.2.3 Privacy guarantees

Now we consider the privacy of Algorithm 12, PMW-FSDD-T . Since the outer update rule

is a post-processing step, the privacy guarantee does not depend on the update rule used.

In order to show that PMW-FSDD-T is differentially private we must first guarantee the

differential privacy of the SVT subroutine. The privacy of MSVT follows from the privacy

of the NumericSVT (Algorithm 2).

Lemma 4.2.6 (Privacy of Modified SVT subroutine). The modified SVT subroutine,

MSVT (Algorithm 11), when used in conjunction with PMW-FSDD-T (Algorithm 12), is

ξ-differentially private.

Proof. The modified SVT subroutine at round t is equivalent to the NumericSparse al-

gorithm of Dwork and Roth [22] with an unbounded neighbour definition. We set x =

xt, {qi} = {q̂′t,i}, θ = 2α/3, ε̂ = ε/(2T ), c = ct, and enforce the hard query threshold within

PMW-FSDD-T itself, as in the NSG subroutine of PMWG by Cummings et al. [16].

62



4.3 PMW-FSDD-∞

By the privacy of NumericSparse, and converting from unbounded to bounded DP (see

discussion of Definition 2.1.3), the modified SVT subroutine at round t must therefore

be (ε/T )-differentially private. In general, where ε̂ = 2ξ, we have that the subroutine is

ε̂-differentially private.

With the privacy of the subroutine established, we apply basic composition to prove the

privacy of PMW-FSDD-T , since the true database is not accessed outside the subroutine.

Theorem 4.2.7 (Privacy of PMW-FSDD-T ). PMW-FSDD-T (Algorithm 12) is

ε-differentially private.

Proof. By Lemma 4.2.6 we have that the modified SVT subroutine for round t is 2ξ-

differentially private. Since the true histogram x is only queried directly via the SVT

subroutine, and the SVT subroutine is re-initialised for each round t, we have, by basic

composition (Theorem 2.1.3) that PMW-FSDD-T is (
∑T

t=0 ξt)-differentially private. By

definition we have:
T−1∑
t=0

2ξ =

T−1∑
t=0

ε

T
= ε .

4.3 PMW-FSDD-∞

Now we consider the infinite update setting, whereby there is no limit, T , on the number

of time periods. As mentioned previously, we cannot rely, like Cummings et al. [15] did in

their PMWG mechanism, on the decreasing sensitivity of queries on a database increasing

in size. Instead, we allocate our privacy budget so that the total privacy allocation does

not exceed ε. We do this by calculating the privacy parameter for each round using a

convergent series. This means that the accuracy is likely to decrease significantly over

time.

For our convergent series, we choose the geometric series. To implement this, we remove

Line 3 of Algorithm 12, instead calculating a fresh privacy parameter ξt ← ε
2k ·

(
k−1
k

)t
,

for some k > 1 inside the outer loop. ξt is passed as the privacy parameter to the MSVT

instance for time t. PMW-FSDD-∞ is otherwise identical to PMW-FSDD-T . This creates

a geometrically decreasing series of ξs such that
∑∞

t=0 ξt converges to ε. Thus, the accuracy
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of the SVT subroutine decreases over time, with the rate of this decrease dependent on

the choice of k. Below, we prove the privacy of this version, however any convergent series

could be used in place of the geometric series with similar privacy results.

Lemma 4.3.1 (Privacy of Modified SVT subroutine in the infinite update setting). The

modified SVT subroutine, Algorithm 11, when used in conjunction with PMW-FSDD-∞,

is ε̂-differentially private.

Proof. The modified SVT subroutine at round t is equivalent to NumericSVT with an

unbounded neighbour definition, with x = xt, {fi} = {f̂ ′t,i}, θ = 2α
3 , ε = ε

2k ·
(
k−1
k

)t
, c =

ct, δ = 0 with the hard query threshold enforced by PMW-FSDD.

By the privacy of NumericSVT, and using group privacy to convert from unbounded to

bounded DP, the modified SVT subroutine at round t must therefore be ( εk ·
(
k−1
k

)t
, 0)-

differentially private. In general, where ε̂ = 2ξt for some t, we have that the subroutine is

ε̂-differentially private.

Theorem 4.3.2 (Privacy of PMW-FSDD-∞). PMW-FSDD-∞ is ε-differentially private.

Proof. By the privacy of MSVT we have that the modified SVT subroutine for round t

is ξt-differentially private. Since the true database x is only queried directly via the SVT

subroutine, and the SVT subroutine is re-initialised for each round t, we have, by basic

composition that PMW-FSDD is (
∑∞

t=1 ξt)-differentially private. By definition we have:

∞∑
t=1

2ξt =

∞∑
t=1

(
ε

k
·
(
k − 1

k

)t
)

for some k > 1, and by the geometric series we have:

∞∑
t=1

(
ε

k
·
(
k − 1

k

)t
)

=
ε

k
· 1

1− k−1
k

= ε.

In this chapter we have outlined how the τ -RBB mechanism can be utilised to answer

interactive queries, and provided an alternative in a modification of the PMWG algorithm

of Cummings et al. [15] to the FSDD setting. We have provided proof of the privacy of

these mechanisms, as well as a bound on the (α, β)-accuracy of τ -RH for the set of linear

counting queries. In Section 5.3 we compare the accuracy of these methods empirically.
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Chapter 5

Experimental Evaluation

In this chapter, we present the results of experimental evaluation of the algorithms intro-

duced in Chapters 3 and 4. We show that, in the FSDD context, our τ -RQ mechanisms

often provide better accuracy than adaptive alternatives such as the sparse vector tech-

nique (SVT) and the private multiplicative weights technique (PMW), while maintaining

the same privacy guarantees.

In Section 5.2 we compare τ -RQ to an SVT-based mechanism, ARQ, for FSDD data. We

first present analysis over a variety of synthetic data sets and then compare those to a

real data set. We find that τ -RQ consistently provides better accuracy than ARQ for data

streams that shift in distribution over time, while ARQ sometimes performs better than

τ -RQ when data remains uniformly distributed. In Section 5.3 we evaluate τ -RBB against

PMW for mean and histogram queries. We find that τ -RBB performs significantly better

than PMW across all experiments.

5.1 Experiment setup

Before presenting experimental results, we first describe the protocols, data sets, and

queries used throughout.
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5.1.1 Protocols

All data synthesis and experiments are performed on either macOS with a 2.3 GHz Quad-

Core Intel Core i7 CPU, Intel Iris Plus Graphics 1536 MB GPU and 16 GB memory, or

on a Linux virtual machine running Ubuntu with an AMD Epyc 7763 64-core processor

(using 4 cores) and 16 GB memory. All mechanisms are implemented using Python 3.11.4,

with all randomness generated using methods of the NumPy 1.24.2 Random Generator

pseudo-random number generator.

Unless otherwise specified, each experiment is repeated 100 times, each with unique ran-

dom seeds for each trial, and the same seed sequence used for each experiment, for repli-

cability. For the repeated query streams, we use two lists of 100 random seeds, one for

random noise generation and one for data stream generation. The two lists are initially

generated from arbitrary, system-generated random seeds, and used consistently through-

out. For interactive query streams, both the data and queries are generated once for each

parameter set, from arbitrary, system-generated random seeds, and noise is generated from

a single list of 100 random seeds. In all experiments we are interested in the absolute

additive error of our differentially private mechanisms, relative to the non-private query

answers.

There are some limitations to the experiments completed. First, the scope is limited by

time and resource constraints. Our experiments involving the ARQ and PMWmechanisms

do not include update streams larger than T = 2000, and use limited sets of parameters,

due to their run-time. The real data available for use in experiments was limited as we

do not have access to datasets matching the FSDD parameters. Second, the code used

to run these experiments is not suitable for deployment. Pseudo-random noise has been

sampled using a non-private library. While this is suitable to examine the noise magnitude

of mechanism that are private in theory, it is vulnerable to side-channel attacks, such as

those described by Mironov [57].

5.1.2 Synthetic data

We now describe synthetic data used in experiments. Since all of our chosen queries can

be performed on a histogram of counts, we represent each database as a histogram. This

improves the efficiency of storing the database stream and performing queries. An initial
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database is generated for time t = 0, then an update applied according to some update

rule for each time t ∈ [1..T −1]. A data stream is this sequence of T histograms, including

the initial histogram and the histograms resulting from each update.

We have three synthetic data stream types, with varying degrees and types of randomness,

chosen to demonstrate the behaviour of our mechanisms in a variety of scenarios. A

uniform data stream is a low entropy, randomly generated set of updates, starting with a

(near-)perfectly uniform histogram at time 0. A binomial data stream is shifting from a

binomial distribution with a small to a large success probability as it is updated, giving it

a relatively large expected update effect for most query types. A sharp-shift data stream

is deterministic, and contrived such that the update effect, for most query types, is very

small during the first half of updates and very large during the second half. Except where

synthetic data streams are generated to match the parameters of real data, all streams

have N = 10 histogram buckets.

Uniform data stream. We use uniformly random data as an example of data that

behaves furthest from what we would expect to cause worst-case error, since the cumulative

effect of updates is negligible in expectation.

Algorithm 14 Uniform synthetic data stream generator

Input: Time bound T , database size n, data universe size N
Output: List of histograms x indexed 0, ..., T − 1
1: if n mod N = 0 then ▷ can be uniformly bucketed
2: x0 ← N buckets of size n/N
3: else
4: r ← n mod N ▷ number to be randomly distributed
5: x0 ← N buckets of size (n− r)/N
6: for i← 1, ..., r do
7: Increment random bucket of x0
8: for t← 1, ..., T − 1 do
9: xt ← xt−1

10: Decrement a random, positive valued, bucket of xt
11: Increment a random bucket of xt

The initial uniform database is generated as a histogram. If possible, each bucket contains

exactly the same count n/N ; otherwise, where n mod N = r, each bucket has an initial

count (n− r)/N , with the remaining r records distributed between buckets uniformly at

random. The updates are generated uniformly at random: one random, non-zero bucket

has one record removed, and one bucket has one record added, to simulate a state change
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for a single individual. It is possible for the record to move to the same bucket it came from

during a single update, resulting in no change to the histogram. For each random update

seed, both the initial histogram x0 and the updated histograms x1, ..., xN are generated

from the same seed during computation. Algorithm 14 shows the process used to generate

the histograms and Figure 5.1 plots example histograms over time, demonstrating how

the updates affect the data.
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100

t = 0 t = 499 t = 999

Figure 5.1: Histograms over time for uniform data for a single random seed. Parameter
choices are N = 10, T = 1000, n = 1000.

Binomial data stream. We generate a data stream shifting from one binomial dis-

tribution to another as an example of a randomised update distribution with a large

expected cumulative effect over time. This simulates a population trend shifting from

one median state to another. The initial histogram is generated from a binomial dis-

tribution with success probability p0 = 0.2. To generate an update, the from bucket is

selected such that each individual has equal probability of being selected, by weighting

bucket probabilities by their counts. The to bucket is chosen randomly according to a

binomial distribution with success probability pu = 0.8. This process is described in Al-

gorithm 15. The initial histogram for each set of parameters is generated once from an

arbitrary, system-generated random seed and fixed across all experiments. The updates

are generated using the update seed list. The binomial distribution is simulated using the

numpy.random.Generator.binomial function with parameters (N − 1, p).

Algorithm 15 Binomial synthetic update generator

Input: Time bound T , database size n, data universe size N , initial histogram x0 ∼
Binomial(N − 1, 0.2)

Output: List of updated histograms x indexed 1, ..., T − 1
1: for t← 1, ..., T − 1 do
2: xt ← xt−1

3: Choose a bucket randomly, with probability proportional to the bucket counts
4: Select a random index i from 1, ..., N according to Binomial(N − 1, 0.8)
5: Increment xt[j]

68



5.1 Experiment setup

For all updates, the new state of the updated individual is likely to be a high value, as

it is drawn from a binomial distribution with a high probability of success. Since the

initial data is drawn from a binomial distribution with a low probability of success, the

individuals updated in early updates are likely to start in a state with a low value, and

thus the effect of the update, for queries correlated to the sum of the data values (such

as mean queries, and the count of a high-valued bucket), will be large. As the updates

continue, the data distribution stabilises toward the binomial distribution with a high

probability of success, and the expected update effect reduces. Figure 5.2 plots example

histograms over time, demonstrating these update effects.
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Figure 5.2: Histograms over time for binomial synthetic data for a single random seed.
Parameter choices are N = 10, T = 10000, n = 1000.

Sharp-shift data stream. The sharp-shift data stream, generated according to Algo-

rithm 16, is contrived to produce small update effects during the first half of updates and

large update effects during the second half of updates, such that the best choice of sample

frequency is dramatically different at different times. Figure 5.3 plots histograms over

time, demonstrating this effect. This stream is deterministic, with all n records in bucket

1 at time 0, shifting to bucket 2 for the first half of the updates and then to bucket N

for the second half of updates, such that the update effect, for most query types, is small

during the first half of update and large during the second half.
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t = 0 t = 499 t = 999 t = 1999

Figure 5.3: Histograms over time for sharp-shift synthetic data for a single random
seed. Parameter choices are N = 10, T = 2000, n = 1000.
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Algorithm 16 Sharp-shift synthetic data stream generator

Input: Database size n, data universe size N , time bound T ≤ 2n
Output: List of histograms H indexed 0, ..., T − 1
1: x0[1]← n, x0[2, ..., N ]← 0
2: for t← 1, ..., ⌊(T − 1)/2⌋ do
3: xt ← xt−1

4: Decrement xt[1]
5: Increment xt[2]
6: for t← ⌈T/2⌉, ..., T − 1 do
7: xt ← xt−1

8: if xt[1] > 0 then Decrement xt[1]
9: else Decrement xt[2]

10: Increment xt[N ]

5.1.3 Real data

The Adult data set, obtained from the UCI Machine Learning Repository 1, is taken

from the 1994 US census and contains 32,561 records, each with 15 attributes. Table 5.1

describes the subsets of the Adult data set used in the experiments. We use the Age

attribute in experiments, and split it, according to the Income attribute, into an initial set

(where income ≤ 50K) and an update set (where income > 50K). The number of updates

is limited by the size of the update set, so that T = 7841. At each time t ∈ [1..T ] an

element in the database is selected, uniformly at random, and replaced with an element

drawn, uniformly at random, from the update set. Figure 5.4 shows how this data stream

changes over time. This method of generating a dynamic data stream from a static set of

census data is inspired by a similar technique used by Li et al. [52] to generate time-series

data.

Table 5.1: Attributes of the Adult data used in experiments

Attribute type range notes

Age integer [17..90]
Technically categorical (ordinal), where
the ’90’ category includes all individuals
aged ≥ 90.

Income
categorical
(ordinal)

{≤50K, >50K} set sizes 24,720 and 7,841 respectively

1https://archive.ics.uci.edu/dataset/2, DOI: 10.24432/C5XW20
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Figure 5.4: Histograms over time for Adult (Age) data stream for a single random seed.

5.1.4 Queries

Now we describe the queries used in our experiments. In the repeated query setting,

where a single query is repeated after each update, we select three common queries. In

the interactive setting, we must also generate streams of queries over time. For simplicity,

and to align with the design of PMW, all interactive queries are linear counting queries.

Repeated queries. For repeated query experiments, three queries are used in experi-

mental analysis. For a summary statistic, we choose the mean query, which calculates the

mean over real-valued buckets of a histogram. For a targeted query, we choose a count

query, counting the number of database elements in the final bucket of the histogram.

Finally, for a bad case in terms of the privacy/accuracy trade-off, we choose the histogram

query, returning the entire histogram. Table 5.2 summarises the true (non-noisy) defini-

tions of these queries, as well as the distance measures used in ARQ calculations and the

sensitivity used in noise scales.

Table 5.2: Queries used in repeated query experiments, for database D = D1, ..., Dn or
count histogram x = {x[1], ..., x[N ]} where x[i] = |{j : D[j] = X [i]}| over data universe
X = {X [1], ...,X [N ]}. Where X is ordinal, we assume it indexed in ascending order.

Query Database function Histogram function Distance measure Sensitivity
name q(D) q(x) d(q(D), q(D′)) ∆q

mean 1
n

∑n
i=1D[i] 1

n

∑N
i=1 x[i] · X [i] |q(D)− q(D′)| X [N ]−X [1]

n

count |{i : D[i] = X [N ]}| x[N ] |q(D)− q(D′)| 1

histogram {x[1], ..., x[N ]} x
∑N

i=1 |x[i]− x′[i]| 2

Where each individual in the database takes a value in [1..N ] at each time t ∈ [0..T − 1],

Figure 5.5 shows how the mean value across all individuals changes over time for the three

synthetic data streams, where N = 10, time bound T = 2000, and number of individuals

n = 1000. The distribution of histograms and bucket counts over time are shown in

Figures 5.1 to 5.4
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Figure 5.5: Mean individual state value (in [1, N ]) over time for uniform, binomial,
and sharp-shift synthetic data streams for a single random seed. Parameter choices are

N = 10 histogram buckets, T = 2000 time periods, and n = 1000 individuals.

Interactive queries. For interactive query experiments, we must have a set of possible

queries, and some ordered subset of those queries asked between updates. We have chosen

five sets of possible linear queries, of various sizes. The largest is the set of all linear

counting queries, followed by range queries, and finally single bucket counts. The sets of

counting and range queries can be optimised, removing the queries that count all buckets

and no buckets, as well as symmetric queries. For example, for a histogram of size N = 3,

the query [011] can be answered by subtracting the answer to query [100] from n or 1

for histograms and normalised histograms respectively. Table 5.3 described the details of

these query sets.

Algorithm 17 shows how we generate synthetic interactive query streams. The number

and order of queries for each time t are chosen uniformly at random. For each experiment,

where the query set is Q, some k ≤ |Q| is chosen to limit the number of queries that
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Table 5.3: Query sets used in interactive query experiments.

Query set Q Description |Q| when N = 10

All count
All linear queries with weight in {0, 1},
excluding the all 0 and all 1 queries

2N − 2 = 1022

Optimised count
All count queries with larger of symmetric
pairs removed

(2N − 2)/2 = 511

All range
All range queries, excluding the all 0 and all
1 queries

54

Optimised range
All range queries with larger of symmetric
pairs removed

45

Single count Single bucket counts N = 10

may be asked in each time period. For each time period, the number of queries is chosen

uniformly from [0..k] and the queries are chosen uniformly at random from Q, with no

query repeated in a single time period. Query streams are generated in advance, with one

query stream generated for each set of parameters (N,T,Q, k), with the same stream used

for all experiments with the same query parameters.

Algorithm 17 Interactive stream generator

Input: Query set Q, query limit k ≤ |Q|, time bound T
Output: Query stream Q0, ..., QT−1, where each Qi is some ordered subset of Q and

|Qi| ≤ k
1: for t← 0, ..., T − 1 do
2: m ∈ [0..k] chosen uniformly at random
3: for i← 1, ...,m do
4: Qt[i] ∈ Q/Qt[: i− 1] chosen uniformly at random

Real query streams. We use the Kosarak click-stream dataset2 as an interactive query

stream. The original dataset contains 990,002 sequences of integers between 1 and 41,270,

representing sequences of website clicks from a Hungarian news portal. We transform

these integers to 16-bit binary strings, used as linear count queries on our synthetic data

streams as described in Section 5.1.2, with N = 16.

For experiments where time bound T is less than the total number of sequences in the

Kosarak dataset, we select the first T sequences as our query stream. Table 5.4 shows

the median and maximum sequence length, and how frequently each of the 16 histogram

buckets are included in a linear count query. We see that the median sequence lengths

and buckets per query remain stable at around 3 and 5, respectively, while the maximums

2http://fimi.uantwerpen.be/data/kosarak.dat
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increase as we include more sequences. In the case of sequence lengths, this is explained

by long sequences of queries being relatively rare.

Table 5.4: Sequence lengths and buckets per linear count query of Kosarak query streams
of size T = {100, 1000, 2000, 990002}

T
Sequence lengths Buckets per query

Med Mean Max Med Mean Max

100 3 7.75 182 4 3.83 8

1000 3 8.58 430 5 4.52 11

2000 3 8.39 430 5 4.62 12

990,002 3 8.10 2498 5 4.82 15

Figure 5.6 shows how frequently each of the histogram buckets is included in a query, as

a fraction of all queries. Note that the fractions do not sum to 1 because multiple buckets

can appear in a single query. We see that higher bucket values occur much more frequently

than lower value buckets. This is due to large integers being rare in the original dataset,

and explains why queries containing large numbers of buckets do not often appear.

0.0

0.2

0.4

0.6
T = 100 T = 1000 T = 2000 T = 990002

Figure 5.6: Frequency of histogram buckets in kosarak queries, as proportion of all
queries, for various sized subsets and all queries.

5.2 Repeated query experiments

We now show the findings of experiments in the repeated query setting. In Sections 5.2.1

and 5.2.2 we show experimental analysis of τ -RQ and τ -RBB, on the synthetic data de-

scribed in Section 5.1.2 and queries described in Section 5.1.4. First, we give an example of

how the best choice of τ -RQ differs between the theory and experiments, then we compare

τ -RQ and ARQ. We find that τ -RQ has lower error in most experiments, but has similar

error to ARQ for the uniform data stream. In Section 5.2.3 we repeat the comparison

experiments using a real data set as described in Section 5.1.3.
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Throughout, DP mean and count queries are performed using τ -RQ and DP histogram

queries using τ -RBB instantiated with the Laplace mechanism for histograms described

in Definition 2.1.7.

5.2.1 Experimental results vs. theoretical bounds

Before comparing τ -RQ to an ARQ baseline, we examine how it performs on a synthetic

data set relative to the theoretical error bound shown in Theorem 3.2.4.
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Figure 5.7: Additive error of τRQ-FSDD experiment outputs for the mean function,
for various choices of τ , plotted against theoretical accuracy bound α. Parameter choices
are β = 0.01, ε = 1.0, N = 10, T = 1000, n = 1000. Experiment outputs show the mean
of mean errors, max of max errors, and 99th percentile of max errors across 1000 trials

for each sample frequency parameter τ .

Figure 5.7 shows the results of experiments running τ -RQ, on the binomial data stream,

for the mean query against various choices of τ ∈ [1..T ]. Plots are shown for privacy

parameter ε = 1.0 and database size n = 1000. The theoretical upper bound on error α

is shown for comparison. By choosing β = 0.01 we expect that one out of the 100 trials

may have a maximum error exceeding α.
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As in Figure 3.4 we see that, at first, error decreases as τ increases. With low τ we have

higher cutoff c =
⌈
T
τ

⌉
, and thus larger Laplacian noise. Once τ becomes significantly large

we see that the effect of updates begins to dominate, and error begins increasing. In this

example, the synthetic data does not have the worst case effect of ∆q for every update,

so we see that as the update effect dominates, the experimental results begin to diverge

from the theoretical bound.

5.2.2 Results on synthetic data streams

In this section we show the results of both τ -RQ and ARQ across the synthetic data

streams and queries described in Section 5.1.2. We first show results for a fixed set of

parameters for all datasets and queries, then the results of varying parameters ε, T, and

n. We find that τ -RQ generally performs better than ARQ for the binomial and sharp-

shift streams, and that both methods have similar accuracy for the uniform stream. A

high-level discussion of the results is provided in Section 5.4.

We implement ARQ as in Algorithm 9, with the exception that we use an optimised

NumericSVT, as in Algorithm 3, as the subroutine. While we are not able to prove

the privacy of the optimised NumericSVT for adaptive queries, it has better accuracy

than standard NumericSVT, providing a more competitive experimental baseline. ARQ

experiments are run using the same random seeds as in τ -RQ for each of the 100 trials.

Since we do not have a general method for choosing the hard query cutoff c and the

decision fraction d for ARQ, we run τ -RQ for all choices of τ in the minimum distinct τ

set described in Section 3.2, and ARQ for equidistant choices of c, such that the number

of choices is close to the number of choices of τ , and with d ∈ 0.25, 0.5, 0.75. Thus, we are

comparing multiple instantiations of both τ -RQ and ARQ, and presenting only the results

of the instantiation with the smallest error for each mechanism and measure.

We give three measures of absolute error: median of medians gives the median of the set

containing the minimum median error for each of the 100 trials; median of means gives

the median of the set containing the minimum mean error for each of the 100 trials; max

gives the median of the set containing the minimum maximum error for each of the 100

trials. For each trial, the minimum of each of the measures is taken across each choice of

τ for τ -RQ and all combinations of c and d for ARQ, where the measure itself is across

all T time periods in that trial.
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Figure 5.8 shows, at a high level, the process and outputs of the experiment simulations.

Figure 5.8: High level process of repeated query experiments.

Figure 5.9 compares results across all data streams and query types. As expected, based

on how the synthetic data sets are constructed (see Section 5.1.2), we find that the uniform

stream tends to have the lowest absolute error, while the sharp-shift stream has the highest.

We see that τ -RQ outperforms ARQ in most of these experiments, with some notable

exceptions.

Influence of data stream. For the uniform data stream we see that τ -RQ and ARQ

are often close, with ARQ performing better than τ -RQ for histogram queries for the two

central measures of error. We observed that, for the uniform data stream, the best choice

of cutoff for ARQ was frequently c = 1. This indicates that the initial uniform answer

released by ARQ is closer to the true answer than the noisy answers released by τ -RQ,

even for large τ .

For the count query we have that the median of medians does not follow the general trends

for the sharp-shift data stream. This is because of how the stream is constructed, with

the first half of updates having very low effect and the second half having high effect.
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Figure 5.9: Comparison of τ -RQ and ARQ across multiple data/update distributions
(uniform, binomial, and sharp-shift) and query types (mean, histogram, and count), with
parameters ε = 1.0, T = 1000, n = 1000 fixed. Additive error is taken first over all

updates in a trial, then over all trials.
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Figure 5.10: Comparison of τ -RQ and ARQ, for mean and histogram queries on uniform
and binomial distributions, across a range of privacy parameters ε ∈ {0.25, 0.5, 1.0, 2.0},

and fixed update rounds T = 1000 and database size n = 1000.
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Figure 5.11: Comparison of τ -RQ and ARQ, for mean and histogram queries on uniform
and binomial distributions, across a range of update round counts T ∈ {100, 1000, 2000},

and fixed database size n = 1000 and privacy parameter ε = 1.0.
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Figure 5.12: Comparison of τ -RQ and ARQ, for mean and histogram queries on uniform
and binomial distributions, across a range of database sizes n ∈ {103, 104, 105}, and fixed

update rounds T = 1000 and privacy paramter ε = 1.0.
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The median is thus taken from the low effect updates. ARQ performs better in this case

because it is choosing a low c and investing all its privacy budget in the first sample.

Influence of privacy parameter. Figure 5.10 shows results of varying ε within {0.25,
0.5, 1.0, 2.0}. As expected, we see that the error decreases as ε increases. On the uniform

data stream, we see ARQ generally outperforming τ -RQ for very small ε. This is, again,

is because the best choice of cutoff is usually c = 1, so ARQ not be releasing noisy answers

at all in these cases, since when ε is small, noise is larger.

Influence of time bound. Figure 5.11 shows results of varying T . We choose T in the

set {100, 1000, 2000} primarily to show variance while being able to complete experiments

in a tractable time. As expected, we see that error increases as the number of updates

increases.

Influence of database size. Figure 5.12 shows results of varying n. We choose n =

1000 as our minimum as it allows us to demonstrate the sharp-shift stream to its full

effect for T = 2000. We then increase twice, in powers of 10, so that we can see the effect

of a large population on query types that have sensitivity dependent on n, and of the

relationship between T and n in terms of the maximum effect on the data distribution of

updates.

For the histogram query, sensitivity is not tied to the database size, so we do not see a

dramatic change in error as we vary n. For the mean query, sensitivity decreases as n

increases, so we see error trending down. The relationship between τ -RQ and ARQ are

relatively consistent across choices of n.

5.2.3 Results on real data with synthesised updates

In this section we present the results of the same experiments as in Section 5.2.2, this time

including the Adult data stream described in Section 5.1.3.

Figure 5.13 shows results of experiments comparing the error rates of τ -RQ and ARQ on

the Adult (Age) dataset and the synthetic uniform and binomial data streams. To match

the properties of the real data set, we choose n = 24720, T = 7841, and X = [17..90] such

80



5.3 Interactive query experiments

10−2

10−1

100

101
M
ea
n 
 u
er
y

Median of mean errors
τ-RQ
SVT

Max error

Adult(Age) Uniform Binomial102

103

104

Hi
st
og
ra
m
  
ue
ry

Adult(Age) Uniform Binomial
Data stream

Ad
di
tiv
e 
er
ro
r (
lo
g 1

0
 sc

al
e)

Figure 5.13: Comparison of τ -RQ and ARQ across multiple data/update distributions
and query types, with paramaters taken from the Adult (Age) dataset.

that N = 74. We do not assess the count query in this case, since it was optimised in the

synthetic data experiments to catch the maximum effect of the sharp-shift stream, and a

large effect from the binomial stream.

We see that the results follow the trends of the synthetic data streams, with error falling

between those for the uniform and binomial data. Error values in general are larger

than in previous experiments due to the higher time bound, T and number of histogram

buckets, N .

5.3 Interactive query experiments

We now present the results of experiments in the interactive setting, comparing the mech-

anisms described in Chapter 4. In Section 5.3.1 we show results of experiments with both

synthetic data and synthetic query streams. In Section 5.3.2 we show results of exper-

iments with synthetic data streams and a real query stream. A high-level discussion of

the results is provided in Section 5.4. In these experiments we again find that our τ -RQ
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mechanism achieves lower additive error than the comparison mechanism; in this case,

PMW-FSDD-T .

5.3.1 Results on synthetic data and query streams

In this section, we present the results of interactive query experiments for the synthetic

data streams described in Section 5.1.2, with synthetic query streams described in Sec-

tion 5.1.4. In this section we compare PMW-FSDD-T to the interactive version of τ -RQ

described in Section 4.1, τ -RH. We instantiate τ -RH with τ chosen according to Equa-

tion (3.3) with α chosen as given in Theorem 4.1.2. We see that τ -RH has smaller additive

error than PMW-FSDD-T across all experiments.

Influence of data and query streams. Figure 5.14 shows the median, across 100

trials, of the mean, across all queries, of additive error for various query streams; for all

synthetic data streams, with default parameters for privacy, time bound, and number of

individuals. Figure 5.15 similarly shows the maximum additive error. We see that τ -RH

has smaller median of mean additive error across all experiments. The choice of data

stream has a smaller effect on error than in the repeated query experiments, but follows a

similar pattern, where the uniform data stream has the smallest error and the sharp-shift

stream the largest. The choice of PMW threshold parameter α has varying effects for

different query sets and query limits k, and is relatively unaffected by the data stream.

It is interesting to note that PMW-FSDD-T performs better for larger query sets. We

expect that this is because there are more similar queries that can be asked for non-

optimised data sets, so that they are more likely to closely match the public histogram.

Relative to τ -RH this relationship is more dramatic, so further experimentation with larger

query sets may reveal an improvement in the error of PMW-FSDD-T over τ -RH.

Influence of varying parameters. Figure 5.16 shows the effect of varying the data

stream parameters for privacy, database size, and time bound. Interestingly, we see that

varying the privacy parameter ε has very little effect on the error of PMW-FSDD-T . This

requires further investigation. The choice of the threshold parameter α in PMW-FSDD-T

has varying effect when the database size or time bound are changed. Further investigation
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Figure 5.14: Comparison of additive error (median over trials of mean over queries in
each trial) for τ -RH and PMW-FSDD-T for synthetic data streams and various linear
query sets. The queries in each round are chosen uniformly at random from the query
set, with the number of queries chosen uniformly in [0..k]. All experiments have privacy

parameter ε = 1.0, time bound T = 1000 and number of individuals n = 1000.
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Figure 5.15: Comparison of additive error (maximum over all queries in all trials) for
τ -RH and PMW-FSDD-T for synthetic data streams and various linear query sets. The
queries in each round are chosen uniformly at random from the query set, with the number
of queries chosen uniformly in [0..k]. All experiments have privacy parameter ε = 1.0,

time bound T = 1000 and number of individuals n = 1000.
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into the choice of the α parameter is needed, including trying more choices, to determine

explanations of its effect over all experiments.
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Figure 5.16: Comparison of additive error (median across all trials of mean across all
queries in each trial) for τ -RH and PMW-FSDD-T for the binomial data stream with
optimised count queries. The queries in each round are chosen uniformly at random from
the query set, with the number of queries in each round chosed uniformly in [0..1022].

Default parameter values are ε = 1.0, T = 1000 and n = 1000.

5.3.2 Results on real query stream

In this section we present the results of repeating the experiments described in Section 5.3.1

using queries taken from the Kosarak query stream described in Section 5.1.4. For these

experiments we increase the default parameter for the time bound to T = 2000, to allow

more of the Kosarak query sequences to be included.

Figure 5.17 shows the median mean error of our query streams with Kosarak queries, with

synthetic query streams shown for comparison. We see that the error of PMW-FSDD-T

for this real query stream is higher, for most choices of α, than the synthetic streams. The

error of τ -RH on the other hand is similar to that for range queries, and significantly less

than PMW-FSDD-T across all data streams.

Influence of data stream. In Figure 5.17 we see that τ -RH exhibits the familiar be-

haviour of error increasing from uniform to binomial to sharp-shift distributions. PMW-

FSDD-T is fairly consistent across distributions, but shows a similar pattern.

Influence varying parameters. Figure 5.18 shows the effect of varying the data stream

parameters for privacy, database size, and time bound, for the binomial data stream.
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When varying epsilon we see a similar pattern to Figure 5.16, with ε having little effect

on the error of PMW-FSDD-T , while τ -RH displays the expected behaviour of decreasing

error with increasing ε. The effects of varying n and T , are also similar to the synthetic

experiments. τ -RH displays decreasing error with increasing dataset size and increasing

error with increasing time bound. The effects of these parameters for PMW-FSDD-T vary

between different choices of PMW parameter α.

5.4 Discussion

Our τ -RQ mechanisms have shown smaller additive error than the adaptive comparison

algorithms, the SVT-based ARQ and PMW-FSDD-T , across most experiments and all
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Figure 5.17: Comparison of additive error (median across all trials of mean across all
queries in each trial) of the Kosarak query stream to the count query stream (optimised,
k = 511), range query stream (optimised, k = 45), and single bucket count query stream
(k = 10), for τ -RH and PMW-FSDD-T across multiple data stream types (uniform,
binomial, and sharp-shift). All experiments have privacy parameter ε = 1.0, time bound

T = 2000 and number of individuals n = 1000.
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Figure 5.18: Comparison of additive error (median across all trials of mean across all
queries in each trial) for τ -RH and PMW-FSDD-T for the binomial data stream with

Kosarak queries. Default parameter values are ε = 1.0, T = 2000 and n = 1000.

measures. This is a strong indication that, under the constraints of the FSDD setting, such

adaptive mechanisms do not provide the improvement over basic composition that they

promise to. The experimental results presented in Sections 5.2.2 and 5.2.3 indicate that

τ -RQ is likely a better choice than ARQ in the FSDD-T repeated query setting. Though

ARQ had smaller error in some experiments for uniformly distributed data streams, this

was not reflected in the results on the real data stream that had only a small shift in the

data distribution over time.

In these repeated query experiments, the results shown for τ -RQ represent the best choice

of the frequency parameter τ in each experiment, and, for ARQ, the best of several choices

for each of the hard query cutoff c, the split of privacy budget between the decision and

sample stages, and the hard query threshold θ. In a real-world implementation, these

parameters would need to be chosen in advance, possibly without any prior knowledge

of the data and update distributions. While we do have a heuristic for choosing an

appropriate τ parameter, this is chosen according to the worst case, and so may not

give the best results for τ -RQ when the effect of updates over time is relatively small. For

ARQ, there is no indication in the literature of how to best choose these parameters, so

further investigation is required to complete an appropriate fixed-parameter comparison.

An alternative adaptive mechanism, such as the SVT based distance-based sampling with

adaptive threshold, Algorithm 2 (DSAT) of Li et al. [52], could provide a more suitable

comparison where parameters must be fixed in advance.

The results presented in Section 5.3 indicate that τ -RH is a significantly better choice
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than PMW-FSDD for interactive queries in the FSDD-T setting, even when the data and

updates are uniformly distributed. In these experiments, frequency parameter τ was fixed

according to our heuristic. The design of PMW means there is only one parameter, α, that

must be chosen. In each of our experiments we compared four choices of α, with the best

performing of these varying based on the query set, but not the data stream. The choice

of privacy parameter ε also had little effect on the accuracy of the PMW mechanism, an

interesting result that warrants further investigation. The relative improvement in the

accuracy of PMW for some choices of α, when the number of allowed queries are large,

may indicate that PMW would demonstrate some advantage for much larger numbers of

queries.

Overall, the relative simplicity of implementing the τ -RQ mechanisms and the clarity of

the heuristic for choosing the τ parameter, combined with these experimental results,

provide good evidence that our mechanisms are more practical and reliable than their

adaptive counterparts.
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Chapter 6

Conclusions and Future Directions

In this chapter, we conclude by summarising the contributions of the thesis and outlining

possible directions of future work in DP for FSDD. We finish with a brief conclusion of

our findings.

6.1 Summary of contributions

In Section 2.2 we present a taxonomy of dynamic DP. We separate previous work into

three broad categories. The growing database model encompasses the earliest work in

dynamic DP, and is still an active area of research. Under this model, a stream of updates

arrive one-by-one, and records are fixed once added. The time-series model is most often

used in applied research, particularly in the fields of trajectories and internet-of-things;

though important theoretical work also falls under this model. Under this model, there

is a stream of updates for each user, with historical records maintained in the database.

Finally, there are the fully dynamic database models, where records can be changed after

they are added to the database. This model does not receive much attention in the

literature, though there are many applications where only the current state of the data is

relevant, or where storage of all previous updates is unfeasible. This is where we situate

our own FSDD model. As well as defining these categories and situating key works within

them, we also consider more fine-grained distinctions between models, based on whether

the number of updates are fixed in advance, and the privacy model.
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In Chapter 3 we define our new data model, the fixed-size dynamic database (FSDD).

Our model is similar to that in previous work by Mir et al. [56] in that the set of users is

fixed, and a single user is updated per unit of time. Our model allows the data universe to

be any finite discrete set of states, a broader scope than the finite set of natural numbers

covered by their state update model. We define a privacy model that is less restrictive,

offering differential privacy rather than pan-privacy; inspired by the user-level privacy

definitions often employed for time-series data, it does not depend on the specific values

of the updates.

We provide three mechanisms for the release of DP answers to repeated queries in the

FSDD setting. Our first algorithm, τ -RQ (Algorithm 6), utilises the Laplace mechanism

to release answers to numerical queries, with the frequency of query release optimally de-

termined according to the accuracy of the Laplace mechanism and the query sensitivity. A

repeated black-box transformation mechanism, τ -RBB (Algorithm 7), allows for alterna-

tive noise generation and non-numerical queries by converting any existing DP mechanism

for the static setting to the FSDD setting. Finally, for comparison, we provide a sparse

sector technique (SVT) based mechanism, ARQ, for the FSDD setting (Algorithm 9).

In Chapter 4 we consider interactive queries, where a set of possible queries, but not the

number or order of queries between each update, is known in advance. We utilise τ -RBB,

in our τ -RH (Algorithm 10), mechanism to provide public histograms for answering linear

queries in this setting, and provide a private multiplicative weights mechanism, PMW-

FSDD, for comparison (Algorithm 12).

In Chapter 5 we experimentally evaluate the mechanisms given in Chapters 3 and 4. We

find that our τ -RQ mechanisms provide better accuracy than ARQ and PMW-FSDD in

most experiments. τ -RQ demonstrates significantly better accuracy than ARQ when the

data distribution is shifting over time, and similar accuracy for a uniformly distributed

dataset with uniformly distributed updates. τ -RH demonstrates significantly better accu-

racy than PMW-FSDD across all data and update streams.

6.2 Future directions

This thesis introduces the FSDD model and provides ε-differentially private mechanisms

for query release, primarily in the T -bounded update setting. This work can be extended
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by relaxing the privacy definition, allowing unbounded streams, or allowing multiple in-

dividuals to be updated per unit of time. Additionally, lower bounds on accuracy under

the FSDD model can be investigated, and compared to existing lower bounds on other

models. Since each FSDD update results in a neighbouring database, a possible line of

investigation, into additional mechanisms and theoretical guarantees, is modelling FSDD

streams using graphs; with vertices representing database histograms and edges represent-

ing neighbour relationships.

Additional comparison mechanisms. Due to the time constraints of a master’s, the-

sis, our experimental comparisons are limited to ARQ and PMW-FSDD. Some additional

candidate comparison mechanisms, that are not implemented, include the DSAT mecha-

nism introduced by Li et al. [52] for repeated queries and histogram publication, the binary

tree mechanism [9, 26, 65] for adaptive interval queries, and the Net/SmallDB mechanism

[1, 15] for histogram publication.

Adaptive query frequency. Given that the initial choice of τ in τ -RQ is based on

worst case analysis, it could instead be optimised based on suitable assumptions about

the distribution of the updates. For example, τ could be increased if there is a reasonable

expectation that the updates will have a similar distribution to the initial database. If

suitable information is not available to inform such assumptions, inspired by the adaptive

threshold of the DSAT mechanism [52], the sample frequency could be chosen adaptively

based on the previous samples. For example, decreasing the sample frequency if the

samples differ very little.

Approximate differential privacy. The privacy guaranteed by all mechanisms in this

thesis is ε-differential privacy, or pure DP. As mentioned in Definition 2.1.1, there is a

relaxed definition of (ε, δ)-differential privacy, or approximate DP, that allows a small

probability of privacy failure. Under approximate DP, by the theorems of advanced and

optimal composition [28, 47], composition is more efficient. Modifying our mechanisms for

approximate DP would improve their accuracy, at a small cost to the robustness of the

privacy guarantee.
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Relaxed database model. Our database model allows only one individual to be in-

cluded in each update. To make our results more applicable to real-world settings, such

as under a constrained time-series model, we could consider a bound, k, on the number of

individuals included in each update. Extending τ -RQ to this setting would require only

re-optimising for the increased update effect. One possible line of exploration would be to

compare the accuracy of such mechanisms to mechanisms for time-series data where all

individuals can be updated per unit of time.

Infinite updates. Most of our mechanisms are designed under the assumption of a

bound T , on the number of updates. There is much work in the literature regarding

infinite streams of data (e.g., [9, 15, 59]). Our mechanisms could be readily adapted to the

infinite update setting using sliding-window privacy Kellaris et al. [49]. We expect that

bounded user-level ε-DP, with utility not tending towards uniformly random outputs, is

not possible in the infinite update setting under FSDD due to the fixed database size,

though we have not proven this.

Lower bounds. In the literature, lower bounds for the accuracy of the growing database

model are well studied (e.g., [3, 26, 35, 43]). The growing database can be modelled as a

special case of FSDD where there is a single user, or where each user updates only once

after starting in a neutral state. As such, we cannot improve on these bounds, though it

would be interesting to investigate whether matching bounds can be found for FSDD.

Graph representation. The FSDD model has the useful property that databases in

the stream, S, separated by a single update, are neighbouring. That is, Dt ≈⟲ Dt+1.

Additionally, since data points take values from a discrete, finite universe, databases can

be represented as a histogram of counts. Thus, since the number of entries is fixed, the

set of possible databases in a stream can be represented as a finite graph with vertices

representing histograms, and edges between neighbouring histograms. An FSDD stream

can be represented as a walk on such a graph, with the cumulative effect of updates being

the distance between the start vertex and current vertex.

Recent work by Boedihardjo et al. [2] introduced a superregular random walk for generating

differentially private synthetic data. We expect that, given the graph properties of the

FSDD model, such a walk could be applied. The properties of these graphs, and the
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walk representation of database streams, is also a promising direction for reasoning about

bounds on accuracy of DP mechanisms under FSDD. A similar construction was used by

Kifer and Machanavajjhala [50] to provide differential privacy for queries,n- in the case

where some non-private statistics about the data have already been released, by using the

shortest path in such a graph as a utility score in the exponential mechanism [55].

6.3 Conclusions

Existing scholarship into differential privacy for dynamic data focuses on data streams,

where data are added over time, and time-series, where a stream of data exists for each

individual. There is limited research into DP for data that is modified over time, with

our literature review finding only two papers, by Mir et al. [56] and Qiu and Yi [59],

considering such models. We introduce a new database and privacy model, the fixed-size

dynamic database, that is similar to the database model of Mir et al. [56], with a single

value modified per update, but with a broader scope and less restrictive privacy model.

By limiting updates to a single user per update, unlike the time-series models, the effect of

each update on the overall distribution of the database is small. We provide mechanisms

for releasing both repeated and interactive queries that sample the database at fixed

intervals, and give heuristics for optimising this frequency based on the worst-case update

effect. Our empirical analyses of τ -RQ, τ -RBB, and τ -RH show that these mechanisms

are successful in harnessing the constraints of the FSDD model to improve accuracy over

existing adaptive mechanisms, since the fixed sample intervals allow the full privacy budget

to be allocated to sampling, rather than shared with a decision process.
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